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Fluid Flow Phenomena in
Materials Processing—The 2000
Freeman Scholar Lecture
There has been an explosive growth in the development of new materials and processing
techniques in recent years to meet the challenges posed by new applications arising in
electronics, telecommunications, aerospace, transportation, and other new and tradi-
tional areas. Semiconductor and optical materials, composites, ceramics, biomaterials,
advanced polymers, and specialized alloys are some of the materials that have seen
intense interest and research activity over the last two decades. New approaches have
been developed to improve product quality, reduce cost, and achieve essentially custom-
made material properties. Current trends indicate continued research effort in materials
processing as demand for specialized materials continues to increase. Fluid flow that
arises in many materials processing applications is critical in the determination of the
quality and characteristics of the final product and in the control, operation, and optimi-
zation of the system. This review is focused on the fluid flow phenomena underlying a wide
variety of materials processing operations such as optical fiber manufacture, crystal
growth for semiconductor fabrication, casting, thin film manufacture, and polymer pro-
cessing. The review outlines the main aspects that must be considered in materials pro-
cessing, the basic considerations that are common across fluid flow phenomena involved
in different areas, the present state of the art in analytical, experimental and numerical
techniques that may be employed to study the flow, and the effect of fluid flow on the
process and the product. The main issues that distinguish flow in materials processing
from that in other fields, as well as the similar aspects, are outlined. The complexities that
are inherent in materials processing, such as large material property changes, compli-
cated domains, multiple regions, combined mechanisms, and complex boundary condi-
tions are discussed. The governing equations and boundary conditions for typical pro-
cesses, along with important parameters, common simplifications and specialized
methods employed to study these processes are outlined. The field is vast and it is not
possible to consider all the different techniques employed for materials processing.
Among the processes discussed in some detail are polymer extrusion, optical fiber draw-
ing, casting, continuous processing, and chemical vapor deposition for the fabrication of
thin films. Besides indicating the effect of fluid flow on the final product, these results
illustrate the nature of the basic problems, solution strategies, and issues involved in the
area. The review also discusses present trends in materials processing and suggests
future research needs. Of particular importance are well-controlled and well-designed
experiments that would provide inputs for model validation and for increased understand-
ing of the underlying fluid flow mechanisms. Also, accurate material property data are
very much needed to obtain accurate and repeatable results that can form the basis for
design and optimization. There is need for the development of innovative numerical and
experimental approaches to study the complex flows that commonly arise in materials
processing. Materials processing techniques that are in particular need of further detailed
work are listed. Finally, it is stessed that it is critical to understand the basic mechanisms
that determine changes in the material, in addition to the fluid flow aspects, in order to
impact on the overall field of materials processing.@DOI: 10.1115/1.1350563#

Introduction
One of the most crucial and active areas of research in fluids

engineering today is that of materials processing. With growing
international competition, it is imperative that the present process-
ing techniques and systems are optimized and the quality of the
final product is improved. In addition, new materials and process-
ing methods are needed to meet the growing demand for special
material properties in new and emerging applications related to
diverse fields such as environment, energy, bioengineering, trans-
portation, communications, and computers.

Fluids engineering is extremely important in a wide variety of
materials processing systems such as crystal growing, casting,

chemical vapor deposition, soldering, welding, extrusion of plas-
tics, food and other polymeric materials, injection molding, spray
coating, glass fiber drawing, and composite materials fabrication.
The flows that arise in the molten material in crystal growing, for
instance, strongly affect the quality of the crystal and, thus, of the
semiconductors fabricated from the crystal. Therefore, it is impor-
tant to understand these flows and obtain methods to minimize or
control their effects. Similarly, the flow of molten metal in weld-
ing and soldering is often determined mainly by surface tension
effects. On the other hand, the profile in the neck-down region of
glass in an optical fiber drawing process is largely governed by
the viscous flow of molten glass and by gravity. The buoyancy-
driven flows generated in the liquid melt in casting processes
strongly influence the microstructure of the casting and the shape,
movement and other characteristics of the solid-liquid interface.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
Dec. 18, 2000. Associate Editor: Joseph Katz.
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In chemical vapor deposition, the flow is of paramount importance
in determining the deposition rate and uniformity, which in turn
affect the quality of the thin film produced. The flows in furnaces
and ovens used for heat treatment and drying strongly influence
the transport rates and the migration of impurities that affect qual-
ity. The formation of metal droplets and the flow in sprays are
important in rapid fabrication using spray deposition. Therefore, it
is important to determine the nature, magnitude and behavior of
the flows that arise in these processes, their effect on the transport
and the ultimate effect on the product quality and system
performance.

Because of the importance of fluid flow in materials processing,
extensive work is presently being directed at this area. But what is
missing is the link between the diverse processing techniques and
the basic mechanisms that govern the flow. Much of the effort is
concerned with specific manufacturing systems, problems and cir-
cumstances. It is important to extract the main underlying fea-
tures, with respect to fluids engineering, from these studies in
order to expand the applicability of the techniques developed and
the results obtained. It is also important to couple the microscale
mechanisms that determine material characteristics with the fluid
flow that occurs at the macroscale level. Another aspect that is
lacking in the literature is quantitative information on the depen-
dence of product quality, process control and optimization on the
fluid flow. It is critical to determine how fluid flow affects, for
instance, the growth of defects in an optical fiber or in a crystal. It
is necessary to establish the present state of the art in fluid flow
phenomena in materials processing. It is also important to deter-
mine the research needs in this area so that future efforts may be
directed at critical issues. The coupling between practical engi-
neering systems and the basic fluid mechanics is another very
important aspect that should be considered, so that the current and
future practice of fluids engineering have a strong impact in an
area that is of particular importance today.

This review paper is directed at these important issues, focusing
on the fluid flow that is involved with materials processing and
linking it with the characteristics of the product and with the sys-
tem for a wide variety of important practical processes. A range of
processes are considered in order to determine the basic aspects
that arise and their effect on the processed material. Interest lies
mainly in the basic fluid phenomena, rather than in the complexi-
ties of the different processes. Because of the importance of this
field today and in the future, a summary of the state of the art on
this topic will make a very significant and timely contribution to
the current and future efforts in materials processing, an area
which encompasses a wide range of real problems of fluids-
engineering interest.

The three main aspects that are considered in this paper are:

1 Basic fluid flow phenomena underlying materials processing,
including non-Newtonian flows, free surface flows, surface ten-
sion driven flows, flows with phase change and chemical reac-
tions, flow in sprays, flows under microgravity conditions, and
other specialized flows that are of particular interest in this field.

2 Influence of fluid flow on the characteristics of the final prod-
uct, in terms of consistency, uniformity, defect formation and con-
centration, and other relevant measures, as well as the rate of
fabrication.

3 Coupling between fluid flow and the operation, design and
optimization of the system, considering a range of practical and
important processes for the fabrication of traditional and advanced
materials.

Materials Processing
In the last two decades, there has been a tremendous growth in

new materials with a wide variety of properties and characteris-
tics. Such advanced and new materials include composites, ceram-
ics, different types of polymers and glass, coatings, and many
specialized alloys and semiconductor materials. By an appropriate

combination and processing of materials, a very wide range of
desired material characteristics can be obtained. The choice or, in
many cases, design of an appropriate material for a given appli-
cation has become a very important consideration in the design
and optimization of processes and systems, as discussed by Jaluria
@1#. Thus, new techniques have been developed and are used
along with the classical techniques of materials processing, such
as heat treatment, forming and casting, to obtain the desired prop-
erties in the chosen material. Consequently, a consideration of the
processing of traditional, as well as advanced and emerging, ma-
terials involves both classical and new procedures, with a strong
emphasis on the link between the resulting material properties and
the process used.

Fluid flow considerations are important in a wide variety of
manufacturing processes. Some of the ways in which the flow
affects the process are

1 Effect on the underlying transport mechanisms
2 Generation and distribution of impurities and defects
3 Mixing of different components in the material
4 Time spent by the material in the system
5 Process instability and feasibility
6 Shape of processed material
7 Properties and characteristics of the final product
8 Rate of fabrication
9 Product quality

A few important processes in which fluid flow plays a very
important role are summarized in Table 1. Several manufacturing
processes, in which the flow is of particular importance, are also
sketched in Fig. 1. These include the optical glass fiber drawing
process in which a specially fabricated glass preform is heated and
drawn into a fiber, continuous casting which involves solidifica-
tion of a liquid over an essentially stationary interface, mold cast-
ing in an enclosed region with time-dependent liquid-solid inter-
face location, and screw extrusion in which materials such as
plastics are melted and forced through an appropriate die to obtain
specific dimensions and shape. Figure 2 shows a few common
materials processing techniques used in the fabrication of elec-
tronic devices. The processes shown include Czochralski crystal
growing in which molten material such as silicon is allowed to
solidify across an interface as a seed crystal is withdrawn,
the floating-zone method in which a molten zone is established-
between a polycrystalline charge rod and a crystalline rod, solder-
ing to form solder coating or solder joints, and thin film fabrica-
tion by chemical vapor deposition~CVD!. In all these processes,
the quality and characteristics of the final product and the rate of
fabrication are strong functions of the underlying fluid flow.

Table 1 Different types of materials processing operations,
along with examples of commonly used processes

1. Processes With Phase Change
casting, continuous casting, crystal growing, drying

2. Heat Treatment
annealing, hardening, tempering, surface treatment, curing, baking

3. Forming Operations
hot rolling, wire drawing, metal forming, extrusion, forging

4. Cutting
laser and gas cutting, fluid jet cutting, grinding, machining

5. Bonding Processes
soldering, welding, explosive bonding, chemical bonding

6. Polymer Processing
extrusion, injection molding, thermoforming

7. Reactive Processing
chemical vapor deposition, food processing

8. Powder Processing
powder metallurgy, sintering, sputtering

9. Glass Processing
optical fiber drawing, glass blowing, annealing

10. Coating
thermal spray coating, polymer coating

11. Other Processes
composite materials processing, microgravity materials processing
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Because of the importance of materials processing, consider-
able research effort has been directed in recent years at the trans-
port phenomena in such processes. Many books concerned with
the area of manufacturing and materials processing are available.
However, most of these discuss important practical considerations
and manufacturing systems relevant to the various processes,
without considering in detail the underlying transport and fluid
flow. See, for instance, the books by Doyle et al.@2#, Schey@3#
and Kalpakjian@4#. A few books have been directed at the funda-
mental transport mechanisms in materials processing, for instance,
the books by Szekely@5# and by Ghosh and Mallik@6#. The
former considers fluid flow in metals processing and presents both
the fundamental and applied aspects in this area. Some other
books consider specific manufacturing processes from a funda-
mental standpoint, see the books by Avitzur@7#, Altan et al.@8#,
Fenner@9# and Easterling@10#. In addition, there are several re-
view articles and symposia volumes on fluid flow and thermal
transport in materials processing. Examples of these are the books

edited by Hughel and Bolling@11#, Kuhn and Lawley@12#, Chen
et al.@13#, Li @14#, and Poulikakos@15#, and the review article by
Viskanta@16#.

Many important considerations arise when dealing with the
mathematical and numerical modeling of the fluid flow and the
associated transport in the processing of materials, as presented in
Table 2. Many of the relevant processes are time-dependent, since
the material must often undergo a given variation with time of the
temperature, pressure, shear and other such variables in order to
attain desired characteristics. Sometimes, a transformation of the
variables in the problem can be used to convert a time-dependent
problem to a steady one. Most manufacturing processes involve
combined modes of transport. Conjugate conditions usually arise
due to the coupling between transport in the solid material and-
fluid flow. Thermal radiation is frequently important in these pro-
cesses. The material properties are often strongly dependent on
temperature, concentration, and pressure, giving rise to strong
nonlinearity in the governing equations@17,18#. Also, the material

Fig. 1 Sketches of a few common manufacturing processes that involve the flow of the material being pro-
cessed. „a… optical fiber drawing; „b… continuous casting; „c… mold casting; „d… plastic screw extrusion

Journal of Fluids Engineering JUNE 2001, Vol. 123 Õ 175
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properties may depend on the shear rate, as is the case for poly-
meric materials which are generally non-Newtonian@9,19#. The
material properties affect the transport processes and are, in turn,
affected by the transport. This aspect often leads to considerable
complexity in the mathematical modeling, as well as in the nu-

merical simulation. The material undergoing the transport process
may be moving, as in hot rolling or extrusion@20#, or the energy
or mass source itself may be moving, as in laser cutting or weld-
ing. Additional mechanisms such as surface tension and chemical
reactions are important in many cases. Complex geometry and

Fig. 2 Sketches of a few processes used for the manufacture of electronic devices. „a… Czochralski crystal
growing; „b… floating-zone method for crystal growth; „c… wave soldering; „d… solder joint formation; „e… chemical
vapor deposition

176 Õ Vol. 123, JUNE 2001 Transactions of the ASME
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boundary conditions are commonly encountered. Multiple,
coupled, regions with different material properties arise in many
cases. Frequently, an inverse problem is to be solved to obtain the
conditions that result in a desired flow or temperature variation
with time and space. Finally, the process is linked with the manu-
facturing system design, control, and optimization.

All these considerations make the mathematical and numerical
modeling of materials processing very involved and challenging.
Special procedures and techniques are often needed to satisfacto-
rily simulate the relevant boundary conditions and material prop-
erty variations. The results obtained are important and interesting,
since these are generally not available in the existing fluid me-
chanics and heat and mass transfer literature. The results from the
simulation provide appropriate inputs for the design and optimi-
zation of the relevant system. Experimental techniques and results
are also closely linked with the mathematical modeling in order to
simplify the experiments and obtain characteristic results in terms
of important dimensionless parameters. Also, experimental results
are of critical value in validating mathematical and numerical
models, as well as in providing the physical insight needed for
model development.

It must be noted that even though research on the fluid flow
phenomena associated with materials processing can be used to
provide important inputs to the area, it is necessary for researchers
working in fluids engineering to thoroughly understand the con-
cerns, intricacies and basic considerations that characterize mate-
rials processing in order to make a significant impact on the field.
Otherwise, basic research serves only in a supporting capacity in
this important field. The dependence of the characteristics of the
final product on the flow must be properly understood and char-
acterized so that analysis or experimentation can be used to design
processes to achieve desired product characteristics and produc-
tion rates. This is the only way research on fluid flow can stay at
the cutting edge of technology in materials processing and signifi-
cantly affect the future developments in this field.

This paper is concerned with fluid flow phenomena in materials
processing. The basic flows that commonly arise in this area are
first outlined. The main aspects that are common to many of these
processes are outlined next, followed by a discussion of some of
the major complexities, and common approaches to obtain the
solution, using analytical, numerical and experimental methods.
Typical results for several common processing methods for ad-
vanced and new materials, as well as for traditional materials, are
then presented. These examples serve to indicate common fea-
tures and considerations in different materials processing tech-

niques. Experimental results are discussed at various stages as a
means to validate the models, to provide insight into the underly-
ing phenomena, and to provide inputs on material characteristics,
properties and other aspects. Let us first consider the basic flows,
followed by a discussion of the conservation principles and the
appropriate governing equations for these processes.

Basic Flows
Materials processing involves a very wide range of problems in

which fluids engineering is of particular interest. It is very impor-
tant that a review of this area cover this diversity and extract the
basic fluid flow phenomena that arise and affect the final product
and the design of the relevant system. This is a fairly involved
task because of different types of processes employed and the
intrinsic complexity of each process. However, fluid flow mecha-
nisms are similar in many cases and the basic techniques that
apply in one case may be applied to another.

Some of the basic flows that arise in materials processing, along
with the important considerations that are involved, are listed
below:

1 Buoyancy-Driven Flows. This involves a consideration
of the magnitude and nature of the buoyancy-induced flow, such
as that in the melt regions sketched in Figs. 1~c! and 2~a!. The
dependence of this flow on the parameters of the problem such as
material properties, boundary conditions and geometry must be
determined. The effect of this flow on the rate of phase change, on
the characteristics of the solid-liquid interface, and on the migra-
tion of impurities is important in casting and crystal growing. The
modeling of the mushy~liquid-solid mixture! region is of interest
for alloy and mixture solidification. Similarly, buoyancy effects
arise in other materials processing techniques such as chemical
vapor deposition, soldering, welding, and laser melting.

2 Non-Newtonian Flows. These flows, in which the viscos-
ity of the fluid is dependent on the flow through the shear rate, are
particularly important in the processing of plastics and other poly-
meric materials in processes such as extrusion, sketched in Fig.
1~d!, and injection molding. Non-Newtonian behavior substan-
tially complicates the solution for the flow. Additional complexi-
ties arise due to strong temperature dependence of properties,
phase and structural changes, and viscous dissipation effects due
to the typically large viscosities of these fluids. An important el-
ement in these processes is the nature of fluid mixing that arises
due to shear and possible chaotic behavior of the flow.

3 Surface Tension Driven Flows. These flows are relevant
to many materials processing techniques. The flow of molten
metal in welding and soldering is largely driven by surface ten-
sion, see Fig. 2~d!. Under microgravity conditions, such as those
in space applications, surface tension effects become particularly
important in processes such as crystal growing and solidification
due to the reduction in the buoyancy force. Marangoni convec-
tion, that arises due to the variation of surface tension with tem-
perature and concentration, is of particular interest in these cir-
cumstances. Materials processing in space is an important
research area today because of the need to improve the quality of
materials such as crystals by reducing the buoyancy-induced flow
and its effects.

4 Particulate Flows. Many materials processing circum-
stances involve particle motion, for instance, spray coating and
chemical vapor deposition, sketched in Fig. 2~e!. Also, the char-
acteristics of mixing and of impurity migration involve particle
motion. The particles are driven by the flow and particle trajecto-
ries are obtained, often by the use of a Lagrangian approach, to
characterize the process. An example of this consideration is the
behavior of impurities in a solidifying material. Similarly, mixing
in food extrusion is a very important consideration in the deter-
mination of the quality of the extruded product.

Table 2 Some of the important considerations in fluid flow
associated with materials processing

1. Coupling of Transport With Material Characteristics
different materials, properties, behavior, material structure

2. Variable Material Properties
strong variation with temperature, pressure and concentration

3. Complex Geometries
complicated domains, multiple regions

4. Complicated Boundary Conditions
conjugate conditions, combined modes

5. Interaction Between Different Mechanisms
surface tension, heat and mass transfer, chemical reactions, phase
change

6. Micro-Macro Coupling
micro-structure changes, mechanisms operating at different length
and time scales

7. Complex Flows
non-Newtonian flows, free surface flows, powder and particle
transport

8. Inverse Problems
non-unique multiple solutions, iterative solution

9. Different Energy Sources
laser, chemical, electrical, gas, fluid jet, heat

10. System Optimization and Control
link between flow and system
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5 Flow of Powdery Materials. This is an important aspect
in many materials processing applications, ranging from powder
metallurgy to the processing of food and pharmaceutical materi-
als. Powders are conveyed along channels in these processes with
compaction arising due to the rise in pressure and heating due to
friction. The flow of such materials and the compaction process
are not very well understood at the present time, though some
recent work has been directed at this problem due to its practical
importance.

6 Flows With Combined Transport Mechanisms. In
many cases, the flow is driven or influenced by combined effects
of heat and mass transfer and this flow, in turn, affects the result-
ing transport rates. Reactive polymers involve chemical reactions,
which affect the concentration and impart energy changes to the
system. Similarly, moisture transport is very important in food
processing since the moisture concentration substantially affects
the properties of the fluid. Drying processes also involve com-
bined transport mechanisms. The quality and productivity of thin
films fabricated by chemical vapor deposition are determined by
the interaction between the flow and the chemical reactions at the
surface and in the gases. Therefore, such multi-species and multi-
mode transport processes must be studied in order to understand
the basic mechanisms involved and to determine the flow and
transport in practical circumstances.

7 Fluid Flow in Coating Processes. An important materi-
als processing technique is coating. Optical fibers are coated by
polymers to impart strength to the fiber. Surfaces are commonly
coated to increase their resistance to corrosive environments. A
wide variety of materials, ranging from polymers to metals, are
used for coating processes. The quality of the coating, particularly
trapped bubbles and other imperfections, as well as its thickness
are determined by the flow occurring in the coating die and appli-
cator. It is important to understand the basic flow mechanisms
involved in this process so that high quality coatings may be
achieved at relatively large speeds of the coated material. The
problem involves highly viscous flow in complicated channels, as
well as menisci on either side of the coating region. Also impor-
tant is spray coating, which involves droplet formation and the
flow in sprays leading to deposition or etching.

8 Flows With Coupling of Micro ÕMacro Mechanisms.
The characteristics and quality of the material being processed are
often determined by the microscale transport processes occurring
in the material, for instance at the solid-liquid interface in casting
or at sites where defects are formed in an optical fiber. However,
experiments, modeling and analysis usually consider the macros-
cale, with practical dimensions, typical physical geometries and
appropriate boundaries. It is crucial to link the two approaches so
that the appropriate boundary conditions for a desired microstruc-
ture can be imposed in a physically realistic system. A consider-
able interest exists today in this aspect of materials processing,
particularly with respect to the underlying fluid mechanics.

9 Other Flows. Several other flows are of interest and im-
portance in materials processing. These include flows with large
property variations. This is a very important consideration since it
applies to most problems of practical interest, such as those deal-
ing with plastics, glass and ceramics. The temperature, pressure
and concentration ranges are often large enough to affect the flow
and transport processes very substantially due to strong property
variations. Interfacial phenomena are important in continuous
casting, crystal growing, among others. Similarly, free surface
flows arise in material emerging from an extrusion process, wire
and fiber drawing through a neck-down region, and use of fluid
jets for cutting or heating. Another important area is that of
radiation-correction coupled flows. Such flows arise, for instance,
in furnaces and substantially affect the relevant processing tech-
niques. Many of these flows are considered in greater detail in the
following sections.

The preceding list indicates the wide range of flows that typi-
cally arise in materials processing. However, in most manufactur-
ing processes, a combination of different flows is encountered
making the analysis and simulation very complicated. This is il-
lustrated by taking various examples of important practical manu-
facturing systems later in the review.

Basic Considerations and Governing Equations

General Equations. The governing equations for fluid flow
and the associated heat transfer in materials processing are de-
rived from the basic conservation principles for mass, momentum
and energy. For a pure viscous fluid, these equations may be writ-
ten as

Dr

Dt
1r¹.V̄50 (1)

r
DV̄

Dt
5F̄1¹.t= (2)

r Cp
DT

Dt
5¹.~k¹T!1Q̇1bT

Dp

Dt
1mF (3)

Here,D/Dt is the substantial or particle derivative, given in terms
of the local derivatives in the flow field byD/Dt5]/]t1V̄.¹.
The other variables are defined in the Nomenclature.

For a solid, the energy equation is written as

r C
DT

Dt
5

]T

]t
1V̄.¹T5¹.~k¹T!1Q̇ (4)

whereC is the specific heat of the solid material, the specific heat
at constant pressure and at constant volume being essentially the
same. For a stationary solid, the convection term drops out and the
particle derivative is replaced by the transient term]/]t. In a
deforming solid, as in wire drawing, extrusion or fiber drawing,
the material is treated as a fluid, with an appropriate constitutive
equation, and the additional terms due to pressure work and vis-
cous heating are generally included. In the preceding equations,
the material is taken as isotropic, with the properties assumed to
be the same in all directions. For certain materials such as com-
posites, the nonisotropic behavior must be taken into account.

The stress tensor in Eq.~2! can be written in terms of the
velocity V̄ if the material characteristics are known. For instance,
if m is taken as constant for a Newtonian fluid, the relationship
between the shear stresses and the shear rates, given by Stokes,
are employed to yield

r
DV̄

Dt
5F̄2¹p1m¹2V̄1

m

3
¹~¹.V̄! (5)

Here, the bulk viscosityK5l1(2/3)m is taken as zero. For an
incompressible fluid,r is constant, which gives¹•V̄50 from Eq.
~1!. Then, the last term in Eq.~5! drops out.

Buoyancy Effects. The body forceF̄ is also important in
many manufacturing processes, such as crystal growing and cast-
ing where it gives rise to the thermal or solutal buoyancy term.
The governing momentum equation is obtained from Eq.~5!,
when thermal buoyancy is included, as

r
DV̄

Dt
52ēgrb~T2Ta!2¹pd1m¹2V̄ (6)

wherepd is the dynamic pressure, obtained after subtracting out
the hydrostatic pressurepa . Therefore,pd is the component due
to fluid motion, as discussed by Jaluria@21# and Gebhart et al.
@22#. Boussinesq approximations, that neglect the effect of the
density variation in the continuity equation and assume a linear
variation of density with temperature, are employed here. How-
ever, in many practical cases, these approximations cannot be
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used and the solution is more involved. If thex coordinate axis is
taken as vertical, the buoyancy term appears only in thex com-
ponent of the momentum equation. The governing equations are
coupled because of the buoyancy term in Eq.~6! and must be
solved simultaneously. This differs from the forced convection
problem with constant fluid properties, for which the flow is in-
dependent of the temperature and may be solved independently
before solving the energy equation@23#.

Viscous Dissipation. The viscous dissipation termmF in Eq.
~3! represents the irreversible part of the energy transfer due to the
stress. Therefore, viscous dissipation gives rise to a thermal
source in the flow and is always positive. For a Cartesian coordi-
nate system,F is given by the expression

F52F S ]u

]xD 2

1S ]v
]y D 2

1S ]w

]z D 2G1S ]v
]x

1
]u

]yD 2

1S ]w

]y
1

]v
]zD 2

1S ]u

]z
1

]w

]x D 2

2
2

3
~¹.V̄!2 (7)

Similarly, expressions for other coordinate systems may be ob-
tained. This term becomes important for very viscous fluids and at
high speeds. The former circumstance is of particular interest in
the processing of glass, plastics, food, and other polymeric
materials.

Processes With Phase Change.Many material processing
techniques involve a phase change. Examples of such processes
are crystal growing, casting, and welding. For such problems,
there are two main approaches for numerical simulation. The first
one treats the two phases as separate, with their own properties
and characteristics. The interface between the two phases must be
determined so that conservation principles may be applied there
and appropriate discretization of the two regions may be carried
out @15,24#. This becomes fairly involved since the interface lo-
cation and shape must be determined for each time step or itera-
tion. The governing equations are the same as those given earlier
for the solid and the liquid.

In the second approach, the conservation of energy is consid-
ered in terms of the enthalpyH, yielding the governing energy
equation as

r
DH

Dt
5r

]H

]t
1rV̄.¹H5¹.~k¹T! (8)

where each of the phase enthalpiesHi is defined as

Hi5E
0

T

CidT1Hi
0 (9)

Ci being the corresponding specific heat andHi
0 the enthalpy at 0

K. Then, the solid and liquid enthalpies are given by, respectively,

Hs5CsT H15C1T1@~Cs2C1!Tm1Lh# (10)

whereLh is the latent heat of fusion and Tm the melting point. The
continuum enthalpy and thermal conductivity are given, respec-
tively, as

H5Hs1 f 1~H12Hs! k5ks1 f 1~k12ks! (11)

where f 1 is the liquid mass fraction, obtained from equilibrium
thermodynamic considerations. The dynamic viscositym is ex-
pressed as the harmonic mean of the phase viscosities, employing
the limit ms→`, i.e., m5m1 / f 1 . This model smears out the dis-
crete phase transition in a pure material. But the numerical mod-
eling is much simpler since the same equations are employed over
the entire computational domain and there is no need to keep track
of the interface between the two phases@25–27#. In addition, im-
pure materials, mixtures and alloys can be treated very easily by
this approach. Figure 3 shows examples of the two approaches

outlined here for numerical modeling, indicating a single domain
for the enthalpy method and the interface between the two regions
for the two-phase approach.

Chemically Reactive Flows. Combined thermal and mass
transport mechanisms are important in many materials processing
circumstances, such as chemical vapor deposition and processing
of food, reactive polymers, and several other materials with mul-
tiple species. Extrusion is an important manufacturing technique
for thermal processing of food materials, particularly snacks, ce-
reals, pasta, and bread substitutes. Various starches, wheat, rice
flour and other materials, along with a chosen amount of water,
are fed into the hopper and cooked through the input of shear and
heat to obtain different extruded products, see Harper@28# and
Kokini et al. @29#. Chemical reactions occur in food materials and
other chemically reactive materials to substantially alter the struc-

Fig. 3 Numerical grids used for the „a… enthalpy method
„single region … and „b… the two-phase „two region … method
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ture and characteristics of the product. Chemical reactions and
conversion are also important in the curing of polymers, for ex-
ample, in surface coating and chemical bonding.

A simple approach to model the chemical conversion process in
reactive materials, such as food, in order to determine the nature
and characteristics of the extruded material is outlined here. The
governing equation for chemical conversion may be given as@30#

d

dt
@~12X̃#52K~12X̃!m (12)

whereX̃ is the degree of conversion, defined as,

X̃5
Mi2Mt

Mi2M f
(13)

Here Mi is the initial amount of unconverted material, taken as
starch here,M f is the final amount of unconverted starch andMt
is the amount of unconverted starch at timet. The order of the
reaction ism andK is the reaction rate.

The order of the reactionm in Eq. ~12! has been shown to be
zero for starches and the rate of the reactionK given as a combi-
nation of thermal and shear driven convection as@30#

K5KT1KS (14)

where

KT5KT0 exp~2ET /RT! KS5KS0 exp~2ES /th! (15)

Here, Et and ES are the corresponding activation energies,KT0
and KS0 are constants,t is the shear stress, andh is a constant
which is obtained experimentally for the material, along with
other constants in the equation. A simple approximation may be
applied to model the degree of conversion defined in Eq.~12!, as
given by @31,32#

w
dX̃

dZ
5K (16)

Here, w is the velocity in the down-channel directionZ in an
extruder. Thus, numerical results on conversion are obtained by
integrating this equation.

Similarly, chemical kinetics play a critical role in the deposition
of material from the gas phase in chemical vapor deposition sys-
tems @33,34#. The concentrations of the chemical species in the
reactor affect the chemical kinetics, which in turn affect the depo-
sition. In many cases, the process is chemical kinetics limited,
implying that the transport processes are quite vigorous and the
deposition is restricted largely by the kinetics. The chemical ki-
netics for several materials are available in the literature. For in-
stance, the chemical kinetics for the deposition of Silicon from
Silane (SiH4) with Hydrogen as the carrier gas in a CVD reactor
is given by the expression@35#

K5
K0pSiH4

11K1pH21K2pSiH4
(17)

where the surface reaction rateK is in mole of Si/m2s, K0
5A exp(2E/RT), E being the activation energy, andA, K1 , and
K2 are constants which are obtained experimentally. Thep’s are
the partial pressures of the two species in the reactor.

Material Property Considerations

Variable Properties. The properties of the material undergo-
ing thermal processing play a very important role in the math-
ematical and numerical modeling of the process, as well as in the
interpretation of experimental results. As mentioned earlier, the
ranges of the process variables, such as pressure, concentration
and temperature, are usually large enough to make it necessary to
consider material property variations. The governing equations are
Eqs. ~1!–~4!, which are written for variable properties. Usually,
the dependence of the properties on temperatureT is the most

important effect. Numerical curve fitting may be employed to ob-
tain a given material property as a function ofT, as say,k(T)
5kr@11a(T2Tr)1b(T2Tr)

2#, where Tr is a reference tem-
perature at whichk5kr . Thus, a continuous functionk(T) re-
places the discrete data onk at different temperatures@36#. This
gives rise to nonlinearity since
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Similarly, the data for other material properties may be repre-
sented by appropriate curve fits. Because of the resulting addi-
tional nonlinearity, the solution of the equations and the interpre-
tation of experimental results become more involved than for
constant property circumstances. Iterative numerical procedures
are often required to deal with such nonlinear problems, as dis-
cussed by Jaluria and Torrance@23#. Due to these complexities,
average constant property values at different reference conditions
are frequently employed to simplify the solution@37#. Similar
approaches are used to interpret and characterize experimental
data. However, such an approach is satisfactory only for small
ranges of the process variables. Most manufacturing processes
require the solution of the full variable-property problem for ac-
curate predictions of the resulting transport.

Viscosity Variation. The variation of dynamic viscositym
requires special consideration for materials such as plastics, poly-
mers, food materials and several oils, that are of interest in a
variety of manufacturing processes. Most of these materials are
non-Newtonian in behavior, implying that the shear stress is not
proportional to the shear rate. The viscositym is a function of the
shear rate and, therefore, of the velocity field. Figure 4 shows the
variation of the shear stresstyx with the shear ratedu/dy for a
shear flow such as the flow between two parallel plates with one
plate moving at a given speed and the other held stationary. The
viscosity is independent of the shear rate for Newtonian fluids like
air and water, but increases or decreases with the shear rate for
shear thickening or thinning fluids, respectively. These are vis-
coinelastic ~purely viscous! fluids, which may be time-
independent or time-dependent, the shear rate being a function of
both the magnitude and the duration of shear in the latter case.
Viscoelastic fluids show partial elastic recovery on the removal of
a deforming shear stress. Food materials are often viscoelastic in
nature.

Various models are employed to represent the viscous or rheo-
logical behavior of fluids of practical interest. Frequently, the fluid
is treated as a Generalized Newtonian Fluid~GNF! with the non-
Newtonian viscosity function given in terms of the shear rate
which is related to the second invariant of the rate of strain tensor.
For instance, time-independent viscoinelastic fluids without a
yield stress are often represented by the power-law model, given
by @38#

tyx5KcUdu

dyU
n21 du

dy
(19)

Fig. 4 Plots of shear stress versus shear rate for viscoinelas-
tic non-Newtonian fluids. „a… Time-independent, and „b… time-
dependent fluids.
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where Kc is the consistency index and n the power law fluid
index. Note thatn51 represents a Newtonian fluid. Forn,1, the
behavior is pseudoplastic~shear thinning! and forn.1, it is dila-
tant ~shear thickening!. The viscosity variation may be written as
@38#

m5m0S ġ

ġ0
D n21

e2b~T2T0! (20)

where

ġ5F S ]u

]yD 2

1S ]w

]y D 2G1/2

, with tyx5m
]u

]y
, tyz5m

]w
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for a two-dimensional flow, withu and w varying only with y.
Similarly, expressions for other two- and three-dimensional flows
may be written. Hereġ is the shear strain rate, the subscript o
denotes reference conditions andb is the temperature coefficient
of viscosity. Other expressions for the viscosity may be used to
consider other reactive and non-reactive polymeric materials.

For food materials, the viscosity is also a strong function of the
moisture concentrationcm and is often represented as

m5m0S ẋ

ġ0
D n21

e2b~T2T0!e2bm~cm2cm0! (22)

The temperature dependence is also often represented more accu-
rately by an Arrhenius type of variation, i.e.,

m5m0S ġ

ġ0
D n21

eB/T (23)

In addition, chemical changes, that typically occur at the micros-
cale level in the material, affect the viscosity and other properties.
Other models, besides the power-law model, are also employed to
represent different materials@19,38–40#.

The non-Newtonian behavior of the material complicates the
viscous terms in the momentum and the energy equations. For
instance, the viscous dissipation termFv for the two-dimensional
flow considered earlier for Eq.~21! is

Fv5tyx

]u

]y
1tyz

]w

]y
(24)

where the variation ofm with ġ and, therefore, with the velocity
field is taken into account. Similarly, the viscous force term in the
momentum equation yields](tyx)/]y in thex-direction, requiring
the inclusion of the non-Newtonian behavior of the fluid@40#.
Similarly, other flow circumstances may be considered for the
flow of non-Newtonian fluids. Viscous dissipation effects are gen-
erally not negligible in these flows because of the large viscosity
of the fluid.

Glass is another very important, though complicated, material.
It is a supercooled liquid at room temperature. The viscosity var-
ies almost exponentially with temperature. In optical fiber draw-
ing, for instance, the viscosity changes through several orders of
magnitude in a relatively short distance. This makes it necessary
to employ very fine grids and specialized numerical techniques.
Figure 5 shows the grid in glass, as well as in the inert gases
flowing outside the fiber in a fiber-drawing furnace. Even a
change of a few degrees in temperature in the vicinity of the
softening point, which is around 1600°C for fused silica, can
cause substantial changes in viscosity and thus in the flow field
and the neck-down profile in optical fiber drawing. This can lead
to a significant effect on defect generation in the fiber and thus on
fiber quality @17,18,41#.

Other Aspects. There are several other important consider-
ations related to material properties. Constraints on the tempera-
ture level in the material, as well as on the spatial and temporal
gradients, arise due to the characteristics of the material. In ther-
moforming, for instance, the material has to be raised to a given
temperature level, above a minimum valueTmin , for material flow
to occur in order for the process to be carried out. However, the
maximum temperatureTmax must not be exceeded to avoid dam-
age to the material. In polymeric materials,Tmax2Tmin is rela-
tively small and the thermal conductivityk is also small, making it
difficult to design a process which restricts the temperature to
Tmax while raising the entire material to aboveTmin for material
flow to occur. An example of this process is the manufacturing of
plastic-insulated wires, as considered by Jaluria@42#. Similarly,
constraints on]T/]t, ]T/]x, etc., arise due to thermal stresses in
the material undergoing thermal processing. Such constraints are
particularly critical for brittle materials such as glass and ceram-
ics. The design of the manufacturing system is then governed by
the material constraints.

In several circumstances, the material properties are not the
same in all the directions because of the nature of the material or
because of the configuration. For anisotropic materials, such as
wood, asbestos, composite materials, cork, etc., the conduction
flux vector q̄ may be written asq̄52k=¹T, wherek= is the con-
ductivity tensor, with nine componentski j , obtained by varyingi
and j from 1 to 3 to represent the three directions. For orthotropic
materials, the coordinate axes coincide with the principal axes of
the conductivity tensor and the energy equation for a stationary
material, in the Cartesian coordinate system, is

r C
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]y S ky

]T

]y D1
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]z S kz

]T

]z D1Q̇ (25)

Similarly, the equations for other coordinate systems may be writ-
ten. In the annealing of coiled steel sheets, the thermal conductiv-
ity kr in the radial direction is often much smaller thankz in the
axial direction, due to gaps within the coils and the governing
conduction equation may be written taking this effect into account
@43#. This affects the underlying fluid flow and the overall
transport.

The preceding discussion brings out the importance of material
properties in a satisfactory mathematical and numerical modeling
of thermal manufacturing processes, as well as for accurate inter-
pretation of experimental results. The properties of the material
undergoing thermal processing must be known and appropriately
modeled to accurately predict the resulting flow and transport, as
well as the characteristics of the final product. However, this is an
area in which there is acute lack of data and critical work is
needed in the future.

Boundary Conditions and Simplifications
Many of the boundary and initial conditions are the usual no-

slip conditions for velocity and the appropriate thermal or mass

Fig. 5 Grid for the numerical modeling of the two regions,
consisting of glass and inert gases, in optical fiber drawing
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transfer conditions at the boundaries. However, a few special con-
siderations arise for the various processes considered earlier.
Some of these are discussed here.

Free Surfaces and Openings. At a free surface, the shear
stress is often specified as zero, yielding a Neumann condition of
the form]V̄/]n50, wheren is normal to the surface, if negligible
shear is applied on the surface. If the shear stress exerted by the
ambient fluid is significant, it replaces the zero in this equation.
Basically, a balance of all the forces acting at the surface is used
to obtain the interface. As considered in detail by Roy Choudhury
et al. @41# and as presented later, the free surface may be deter-
mined numerically by iterating from an initial profile and using
the imbalance of the forces for correcting the profile at interme-
diate steps, finally yielding a converged profile such as the one
shown in Fig. 5.

In a stationary ambient medium, far from the solid boundaries,
the velocity and temperature may be given asV̄→0, T→Ta as
n→`. However, frequently the condition]V̄/]n→0 is used, in-
stead, in order to allow for entrainment into the flow. The use of
this gradient, or Neumann, condition generally allows the use of a
much smaller computational domain, than that needed for a given
value, or Dirichlet condition, imposed on the velocityV̄ @20#. The
gradient conditions allow the flow to adjust to ambient conditions
more easily, without forcing it to take on the imposed values at a
chosen boundary. This consideration is very important for simu-
lating openings in enclosures, where gradient conditions at the
opening allow the flow to adjust gradually to the conditions out-
side the enclosure. Such conditions are commonly encountered in
furnaces and ovens with openings to allow material and gas flow.

Phase Change. If a change of phase occurs at the boundary,
the energy absorbed or released due to the change of phase must
be taken into account. Thus, the boundary conditions at the mov-
ing interface between the two phases~Fig. 1~c!! must be given if
a two-zone model is being used. This is not needed in the enthalpy
model given by Eqs.~8!–~11!. For one-dimensional solidification,
this boundary condition is given by the equation
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(26)

wherey5d is the location of the interface. This implies that the
energy released due to solidification is conveyed by conduction in
the two regions. Similarly, for two-dimensional solidification, the
boundary condition is written as@24#
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For a stationary interface, as shown in Fig. 1~b!, the boundary
condition is@44,45#
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where ds is a differential distance along the interface andn is
distance normal to it. Also, the temperature at the interface in all
these cases isTm .

Surface Tension Effects. Surface tension effects are impor-
tant in many materials processing flows where a free surface
arises. Examples include flows in welding, Czochralski and the
floating-zone crystal growing methods, wave soldering, and con-
tinuous casting. Surface tension affects the force balance on a free
surface and can affect, for instance, the equilibrium shape of a
solder joint, such as the one shown in Fig. 2~d! @46#. Similarly, the
profile of material emerging from a die or a roller can be affected
by the surface tension, the relative significance of this effect being
determined by other forces acting on the surface.

Surface tension can also have a significant effect on the flow
near the free surface, which represents the interface between a

liquid and a gas in many cases, and on the shape, stability and
other characteristics of the interface. Large surface tension gradi-
ents can arise along the interface due to temperatureT and con-
centrationcm gradients and the variation of surface tensions with
these variables. Such surface tension gradients can generate sig-
nificant shear stresses and resulting flow along the interface. This
flow, known as thermocapillary or Marangoni convection, is im-
portant in many material processing flows@47#. There has been
growing interest in Marangoni convection in recent years because
of materials processing under microgravity conditions in space
where other more dominant effects, such as buoyancy, are consid-
erably reduced, making thermocapillary convection particularly
significant.

Consider a rectangular container with its left wall at tempera-
tureTL and the right wall at a lower temperatureTR . The bottom
is insulated, as shown in Fig. 6. Then the boundary condition at
the free surface is
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whereu is the velocity component along the coordinate axisx. For
most pure materials,s decreases withT, i.e.,]s/]T,0, and since
]T/]x,0 in this case, the fluid is pulled from the left to the right
at the surface, resulting in a clockwise circulation, as shown. The
flow pattern in a melt of NaNO3 is also shown, indicating the
dominance of thermocapillary convection and the vertical flow
near the vertical wall due to thermal buoyancy. Similarly, bound-
ary conditions may be written for other geometries.

Conjugate and Initial Conditions. Several other boundary
conditions that typically arise in materials processing may be
mentioned here. The normal gradients at an axis or plane of sym-
metry are zero, simplifying the problem by reducing the flow
domain. The temperature and heat flux continuity must be main-
tained in going from one homogeneous region to another, such as
the regions shown in Figs. 3 and 5. This results in the thermal
conductivity at the interface being approximated numerically as
the harmonic mean of the conductivities in the two adjacent re-
gions for one-dimensional transport@23#. The conjugate condi-
tions that arise at a solid surface in heat exchange with an adjacent
fluid are

Fig. 6 Thermocapillary convection in a rectangular container:
„a… schematic sketch and „b… flow in a NaNO 3 melt †47‡
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where the subscriptss and f refer to the solid and the fluid,
respectively.

The initial conditions are generally taken as the no-flow cir-
cumstance at the ambient temperature, representing the situation
before the onset of the process. However, if a given process pre-
cedes another, the conditions obtained at the end of the first pro-
cess are employed as the initial conditions for the next one. For
periodic processes, the initial conditions are arbitrary.

Moving Material or Source. In the case of material flow in a
moving cylindrical rod for extrusion or hot rolling, as sketched in
Fig. 7, the temperatureT is a function of time and location if a
Lagrangian approach is used to follow a material element. How-
ever, by placing the coordinate system outside the moving mate-
rial, a steady problem is obtained if the edge of the rod is far from
the inlet,x50, i.e., for large time, and if the boundary conditions
are steady. Transient problems arise for small lengths of the rod,
short times following onset of the process, and for boundary con-
ditions varying with time@48,49#. For many practical cases, the
temperatureT may be taken as a function of time and only the
downstream distancex, assuming it to be uniform at each cross-
section. Such an assumption can be made if the Biot number BiR
based on the radiusR of the rod is small, i.e., BiR5hR/k!1.0, h
being the convective heat transfer coefficient. Thus, for a thin rod
of high thermal conductivity material, such an assumption would
be valid. The governing energy equation is

r CS ]T

]t
1U

]T

]x D5k
]2T

]x22
hP

A
~T2Ta! (31)

whereP is the perimeter of the rod,A its area of cross-section and
Ta the ambient temperature.

For a long, continuous, moving rod or plate, the problem may
be considered as steady for many problems of practical interest.
Then, the three-dimensional temperature distributionT(x,y,z) in
a moving plate is governed by the convection-conduction equation

r CU
]T

]x
5kS ]2T

]x2 1
]2T

]y2 1
]2T

]z2 D (32)

The boundary conditions inx may be taken asT(0,y,z)5T0 and
T(`,y,z)5Ta . For lumping in they andz directions, an ordinary
differential equation~ODE! is obtained from Eq.~31! by dropping
the transient term. Similar considerations apply for the flow in
such forming processes.

Similarly, coordinate transformations can be employed to con-
vert transient problems to steady state ones in other circum-
stances. For instance, a moving thermal source at the surface of an
extensive material gives rise to a transient circumstance if the
coordinate system is fixed to the material. However, a steady state
situation is obtained by fixing the origin of the coordinate system
at the source. Ifx is measured in the direction of the source move-
ment from a coordinate system fixed on the material surface and
U is the location of the point source, the transformation used is
j5x2Ut, which yields the governing equation

]2T

]j2 1
]2T

]y2 1
]2T

]z2 52
U

a

]T

]j
(33)

This transformation applies to processes such as welding and laser
cutting. This equation is solved and the transformation is used to
yield the time-dependent results.

In some manufacturing systems, the transient response of a par-
ticular component is much slower than the response of the others.
The thermal behavior of this component may then be treated as
quasi-steady, i.e., as a sequence of steady state circumstances. For
instance, in a heat treatment furnace, the walls and the insulation
are often relatively slow in their response to the transport pro-
cesses, as compared to the flow. Consequently, these may be as-
sumed to be at steady state at a given time, with different steady-
states arising at different time intervals whose length is chosen on
the basis of the transient response@43#.

Very Viscous Flow. This circumstance usually gives rise to
very small Reynolds numbers, for which the creeping flow ap-
proximation is often employed. For instance, the Reynolds num-
ber Re is generally much smaller than 1.0 for plastic and food
flow in a single screw extruder and the inertia terms are usually
dropped. Assuming the flow to be developed in the down-channel,
z, direction and lumping across the flights, i.e., velocity varying
only with distancey from the screw root towards the barrel, see
Fig. 8, the governing momentum equations become@40#
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,

]p

]y
50,

]p

]z
5

]tyz

]y
(34)

Fig. 7 „a… Sketch of the extrusion process for a heated mate-
rial, „b… moving material at different time intervals

Fig. 8 Screw channel and simplified computational domain for
a single-screw extruder
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where the pressure terms balance the viscous forces. The coordi-
nate system is generally fixed to the rotating screw and the chan-
nel straightened out mathematically, ignoring the effects of curva-
ture. Then the complicated flow in the extruder is replaced by a
pressure and shear driven channel flow, with shear arising due to
the barrel moving at the pitch angle over a stationary screw, as
shown in Fig. 8. This is similar to the shear and pressure driven
channel flow available in the literature. Therefore, this approxima-
tion substantially simplifies the mathematical/numerical model.

Other Simplifications. The basic nature of the underlying
physical processes and the simplifications that may be obtained
under various circumstances can be best understood in terms of
dimensionless variables that arise when the governing equations
and the boundary conditions are nondimensionalized. The com-
monly encountered governing dimensionless parameters are the
Strouhal number Sr, the Reynolds number Re, the Grashof num-
ber Gr, the Prandtl number Pr and the Eckert number Ec. These
are defined as

Sr5
L

Vctc
, Re5

VcL

n
, Gr5

g b~Ts2Ta!L3

n2 , Pr5
n

a
,

Ec5
Vc

2

Cp~Ts2Ta!
(35)

whereVc is a characteristic speed,L a characteristic dimension,
and tc a characteristic time. It is often convenient to apply differ-
ent nondimensionalization to the solid and fluid regions.

The dimensionless equations may be used to determine the
various regimes over which certain simplifications can be made.
For instance, at small values of the Reynolds number Re, the
convection terms are small, compared to the diffusion terms, and
may be neglected. This approximation is applied to the flow of
highly viscous fluids such as plastics and food materials, as men-
tioned earlier. At large Re, boundary layer approximations can be
made to simplify the problem. At very small Prandtl number Pr,
the thermal diffusion terms are relatively large and yield the
conduction-dominated circumstance, which is often applied to the
flow of liquid metals in casting, soldering and welding. A small
value of Gr/Re2 implies negligible buoyancy effects, for instance,
in continuous casting where the effect of buoyancy on the trans-
port in the melt region may be neglected. A small value of the
Eckert number Ec similarly implies negligible pressure work ef-
fects and a small value of Ec/Re can be used to neglect viscous
dissipation. Finally, a small value of the Strouhal number Sr in-
dicates a very slow transient, which can be treated as a quasi-
steady circumstance. Therefore, the expected range of the govern-
ing parameters such as Re, Gr, Pr, Sr, and Ec can be employed to
determine the relative importance of various physical mechanisms
underlying the transport process. This information can then be
used to simplify the relevant governing equations and the corre-

sponding modeling. Similarly, Marangoni number Ma
5(]s/]T)LDT/ma, where DT is the total temperature differ-
ence, arises in thermocapillary flow, and Weber number We
5rVc

2L/s arises in flows with surface tension effects such as the
one shown in Fig. 2~d!.

Several other such simplifications and approximations are com-
monly made to reduce the computational effort in the numerical
simulation of thermal manufacturing processes. For instance,
dy/ds may be taken as unity in Eq.~28! for many continuous
casting processes that use an insulated mold, which gives rise to a
fairly planar interface. Also, for slow withdrawal rates, the heat
transfer due to convection is small compared to that due to con-
duction within the moving material and may be neglected. If the
extent of the material undergoing, say, thermal processing at the
surface, is large, it may often be assumed to be semi-infinite,
simplifying both the analysis and the numerical simulation@1#.
Similarly, the boundaries are often approximated as planar to sim-
plify the imposition of the boundary conditions there. Clearly, the
preceding discussion is not exhaustive and presents only a few
common approximations and simplifications.

Solution Techniques

Analytical. It is obvious from the complexity of the govern-
ing equations, boundary conditions, and the underlying mecha-
nisms that analytical methods can be used to obtain the solution in
very few practical circumstances. However, though numerical ap-
proaches are extensively used to obtain the flow and associated
transport in most materials processing systems, analytical solu-
tions are very valuable since they provide

1 Results that can be used for validating numerical models
2 Physical insight into the basic mechanisms and expected

trends
3 Limiting or asymptotic conditions
4 Quantitative results for certain simple components

The validation of the numerical models, expected physical char-
acteristics of the process, and limitations on important variables
are all very important in the development of a numerical or ex-
perimental approach to study the process. Also, certain compo-
nents or processes can be simplified and idealized to allow ana-
lytical solutions to be obtained.

A few examples of analytical solutions may be mentioned here.
The complex flow in a screw extruder, such as the one shown in
Fig. 1~d!, was simplified to shear and pressure driven flow in a
channel, as seen in Fig. 8~c!. The simplest case is that of fully
developed flow for which the velocity field is assumed to remain
unchanged downstream. Analytical solutions can be obtained for
such channel flows driven by pressure and shear, as shown in Fig.
9~a! for Newtonian fluids. When the pressure gradient is zero, the
flow is only due to the viscous effect of the wall moving at ve-

Fig. 9 Velocity profiles for developed flow in a channel of height H with combined shear due to
a wall moving at velocity U S and an imposed pressure gradient. „a… Newtonian fluid; „b… non-
Newtonian fluid with n Ä0.5 at different q v.
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locity Us and is termed drag flow. For Newtonian flow, the ve-
locity profile is linear and the dimensionless flow rate, or through-
put, qv , which is the flow rate divided by the product of wall
speed and cross-sectional area, is simply 0.5. For a favorable pres-
sure gradient, the throughput exceeds 0.5 and for an adverse pres-
sure gradient it is less. Similar trends are expected for non-
Newtonian fluids though the profiles and theqv value for drag
flow would be different. Numerical results have confirmed this
behavior and have used the analytical results to validate the model
as well as to characterize different flow regimes, as shown in Fig.
9~b!.

Another analytical solution that has been used to model the
extrusion process is that of flow in a die. The relationship between
the pressure dropDp across a cylindrical region of lengthL and
radiusR, with mass flow rateṁ for a non-Newtonian fluid, was
obtained by Kwon et al.@50# by assuming developed flow. The
expression given is

Dp5
2L

R
Ĉ~T!F3n11

4n

4ṁ

rpR3Gn

(36)

whereĈ(T) is a temperature dependent coefficient in the viscosity
expression, which is given asm5Ĉ(T)(ġ)12n, ġ being the shear
rate, defined earlier. This expression would apply for the flat por-
tions of a typical die, such as the one shown in Fig. 10. But the
flow is not developed, as seen from the calculated streamlines
shown in Fig. 10. However, the expression can be used without
significant error for long cylindrical regions, such as the portion
on the left of the die shown here@51#. Similarly, expressions for a
conical die and for an orifice were given by Kwon et al.@50#.

Numerical
The governing equations given earlier are the ones usually en-

countered in fluid flow and heat and mass transfer. Though addi-
tional complexities due to the geometry, boundary conditions, ma-
terial property variations, combined mechanisms, etc., arise in
materials processing, as mentioned earlier, the numerical solution
of the governing equations is based on the extensive literature on
computational fluid dynamics. Among the most commonly em-
ployed techniques for solving these equations is the SIMPLER
algorithm, given by Patankar@52#, and the several variations of
this approach. This method employs the finite volume formulation
with a staggered grid, so that the value of each scalar quantity,
such as pressure, concentration and temperature, is associated

with the grid node and the vector quantities like velocity are dis-
placed in space relative to the scalar quantities and generally lo-
cated on the faces of the control volume. This grid system has an
advantage in solving the velocity field since the pressure gradients
that drive the flow are easy to evaluate and the velocity compo-
nents are conveniently located for the calculation of the convec-
tive fluxes. A pressure correction equation is used during the it-
eration or time marching to converge to the solution. Also, the
pressure at any arbitrary point is chosen at a reference value and
separate boundary conditions are not needed for pressure.

For two-dimensional and axisymmetric problems, the govern-
ing equations are often cast in terms of the vorticity and stream-
function by eliminating the pressure from the two components of
the momentum equation and by defining a streamfunction to take
care of the continuity equation@23#. This reduces the number of
equations by one and pressure is eliminated as a variable, though
it can be calculated after the solution is obtained. The solution
yields the streamfunction, which is used for obtaining the velocity
field and plotting streamlines, the temperature, which is used for
plotting the isotherms and calculating heat transfer rates, and the
vorticity. Because the streamfunction is specified on the bound-
aries, convergence of the streamfunction equation is usually quite
fast. Thus, this approach is generally advantageous, as compared
to the methods based on the primitive variables of velocity, pres-
sure and temperature, for two-dimensional and axisymmetric
flows. The latter approach is more appropriate for three-
dimensional circumstances.

Both transient and steady state solutions are of interest, depend-
ing on the process under consideration. In the former case, time
marching is used with convergence at each time step to obtain the
time-dependent variation of the flow, temperature field, heat and
mass transfer rates, chemical conversion, etc. For steady problems
also, time marching may be used to obtain the desired results at
large time. However, the problem can also be solved by iteration
or by using false transients with large time steps@53#. Though
central differences are desirable for all the approximations, nu-
merical instability with the convection terms is often avoided by
the use of upwind, exponential or power-law differencing
schemes@52#. Because of the inaccuracy due to false diffusion,
second-order upwind differencing and third-order QUICK
schemes have become quite popular for discretizing the convec-
tion terms@54#. Under-relaxation is generally needed for conver-
gence due to the strong nonlinearities that arise in these equations
mainly due to property variations. Several methods are available
to solve the vorticity transport and energy equations. The Alter-
nating Direction Implicit~ADI ! method of Peaceman and Rach-
ford @55#, as well as modifications of this time-splitting method,
are particularly efficient for two-dimensional problems. Similarly,
cyclic reduction, successive over relaxation and other standard
methods may be used for the streamfunction or the pressure equa-
tion. Solution-adaptive methods have been developed in recent
years to address many of the complexities that arise in heat trans-
fer and fluid flow problems, as reviewed by Acharya@56#.

As mentioned earlier, major difficulties arise in material pro-
cessing simulations due to the complexity of the computational
domain as well as that of the boundary conditions. Finite element
and boundary element methods have been used advantageously to
simulate a wide variety of material processing systems. Several of
these cases are outlined later in the paper. Finite difference and
finite volume methods have also been used with coordinate trans-
formations employed to convert the complex domains into much
simpler forms so that the discretization is simplified and accurate
results are obtained. A few cases based on such transformations
are also presented later.

Experimental
Experimental work is extremely important in a study of fluid

phenomena in materials processing. The main contributions of
experimental investigations are

Fig. 10 Geometry of a practical extrusion die, with R as the
inlet radius, along with the calculated streamlines for a non-
Newtonian material for typical operating conditions
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1 Enhancing the basic understanding of the flow and associated
transport

2 Providing insight that can be used in the development of
mathematical and numerical models, particularly for deter-
mining important aspects and variables

3 Providing results that can be used for validation of the mod-
els

4 Yielding quantitative results that can be used to characterize
processes and components in the absence of accurate and
dependable models

Though validation of models is often considered as the main rea-
son for experimentation, there are many complex flows where
experimental results guide the development of the model and also
generate quantitative data that can be used as empirical inputs if
accurate modeling is not available. Flow visualization is particu-
larly important in studying the nature of the flow. However, many
practical materials are opaque and must be substituted by simpler
transparent materials for optical methods to visualize the flow.
The same considerations apply for optical measurement tech-
niques like laser Doppler anemometry and particle image
velocimetry.

As an example, let us consider the fluid flow in the region
between two rotating screws in mixers and extruders. This flow,
as well as the nature of the resulting mixing process, are not very
well understood. Sastrohartono et al.@57# carried out an experi-
mental study of the flow in this region. Two rotating plexiglas
cylinders were driven by a variable speed motor and the flow in
the region between the two cylinders was observed. Corn syrup
and carboxy-methyl-cellulose~CMC! solutions were used as the
fluids, the former being Newtonian and the latter non-Newtonian.
Air bubbles and dyes were used for visualization.

Figure 11 shows the experimentally obtained streamlines in the
region between the two cylinders, along with the predictions from
a numerical model. Clearly, good agreement is seen between the
two. It is also seen that some of the fluid flowing adjacent the left
cylinder continues to flow adjacent to it while the remaining goes
to the other cylinder. This process is similar to the movement of
fluid from one screw channel to the other in a tangential twin
screw extruder. A flow division ratio xf may be defined as the
fraction of the mass flow that crosses over from one channel to the
other. A dividing streamline that separates the two fluid streams
was determined from the path lines and used to determine the flow
division ratio. A comparison between experimental and numerical
results is shown, indicating good agreement at small Reynolds
numbers. A deviation between numerical and experimental results
was observed for Reynolds numbers greater than around 1.0,

mainly because of negligible inertia terms assumed in the math-
ematical model. These experiments indicate the basic features of
the mixing process in the intermeshing region, even though only
cylinders are considered. The flow division ratio may be taken as
a measure of mixing.

Results for a Few Important Processes
The preceding sections have presented the basic considerations

that arise in a study of fluid flow phenomena in materials process-
ing. The important basic flows, governing equations and boundary
conditions were outlined. The analytical, numerical and experi-
mental approaches to investigate various types of flows were dis-
cussed. Several important processes were mentioned and briefly
discussed. The common aspects that link different processes are
seen in terms of the underlying mechanisms and governing equa-
tions and parameters. However, major differences exist between
various materials processing techniques and demand specialized
treatment. The desired results from numerical or experimental in-
vestigations are also usually quite different. It is not possible to
discuss all the major aspects that characterize different processes
and the available results in these areas. However, a few important
processes are considered in greater detail in the following to illus-
trate the approaches used to obtain the desired solution as well as
the characteristic results.

Polymer Extrusion. An important manufacturing process
which has been mentioned in the preceding sections is plastic
screw extrusion, sketched in Figs. 1~d! and 8. The viscosity ex-
pression and the governing equations for a relatively simple two-
dimensional model were given earlier. This is a fairly complicated
problem because of the strong shear rate and temperature depen-
dence of the viscosity, complex geometry, large viscous dissipa-
tion, and the resulting coupling between the energy and momen-
tum equations. Interest lies in control and prediction of the flow in
order to improve mixing and modify physical and chemical
changes undergone by the material.

Figure 12 shows typical computed velocity and temperature
fields in an extruder channel. Large temperature differences are
seen to arise across the channel height because of the relatively
small thermal conductivity of plastics. The flow is well-layered,
with little bulk mixing, due to the high viscosity of these fluids,
the typical viscosity being more than a million times that of water
at room temperature. Many approaches such as reverse screw el-
ements and sudden changes in the screw have been used to disrupt
the well-layered flow and promote mixing. Viscous dissipation
causes the temperature to rise beyond the imposed barrel tempera-

Fig. 11 Streamlines in the region between two rotating cylinders for CMC solution at 16 rpm.
„a… Experimental results; „b… numerical predictions for flow entering the region over one cylin-
der; „c… comparison of flow division ratio x f obtained from experimental and numerical results
†57‡.
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ture. A lot of work has been done on this problem because of its
importance to industry, as reviewed by Tadmor and Gogos@38#
and Jaluria@19#.

An important consideration in the extrusion process is the resi-
dence time distribution~RTD!. The residence time is the amount
of time spent by a fluid particle in the extruder from the hopper to
the die. If the material spends an excessive amount of time, it may
be over-processed, over-cooked, if it is food, or degraded. Simi-
larly, too small a time may lead to under-processing. The final
product is, therefore, strongly dependent on the residence time
distribution since structural changes due to thermal processing and
chemical reactions are usually time-dependent. The residence time
distribution is largely a function of the flow field. It is experimen-
tally obtained by releasing a fixed amount of color dye or tracer in
the material at the hopper and measuring the flow rate of the dye
material as it emerges from the extruder at the other end. The time
it takes for the dye to first appear is the minimum residence time
and relates to the fastest moving fluid. Similarly, an average resi-
dence time may be defined.

The experimental determination of residence time may be nu-
merically simulated by considering the flow of a slab of a dye as
it moves from the hopper to the die, as sketched in Fig. 13~a!. If
the velocity field is known from the solution of the governing
equations, a fluid particle may be numerically traced by integrat-
ing the velocity over time. The axial component of the velocity is
used to trace the particles. As expected, the particles near the
barrel and the screw take a very long time to come out, as com-
pared to the particles near the middle portion of the screw chan-
nel. This yields the amount of color dye emerging from the ex-
truder as a function of time and may be used to obtain the
minimum, average and the spatial distribution of the residence
time. Figure 13~b! shows these results in terms of the dye flow

rate, normalized by the total flow rate. Clearly, in this case, most
of the dye emerges over a short time interval, with the extended
regions representing fluid near the barrel and the screw root. The
calculated cumulative functionF(t), which indicates the cumula-
tive fraction of the total amount of dye emerging up to timet, is
defined as

F~ t !5E
0

t

f ~ t !dt (37)

where f (t)dt is the amount of material that has a residence time
betweent and t1dt. The average residence timet̄ is given by
Ve /Qe , whereVe is the total internal volume of the extruder and
Qe the volume flow rate.F(t) is plotted as a function of time in
Fig. 13~c!, along with the distributions for a few other flows. It is
seen that, though the basic trends are similar, the RTD is affected
by the nature of the fluid and the flow configuration. It is found to
be only slightly affected by the barrel temperature. It is mainly
affected by the flow rate, or throughput, which substantially influ-
ences the flow field. Results at different operating conditions have
been obtained in the literature and used for selecting the appropri-
ate conditions for a given material or thermal process.

Mixing. An important consideration is the fluid mixing inside
the screw channel since it determines the homogeneity of the ma-
terial being processed. A simple experiment as well as some re-
sults on mixing, as given by the flow division ratio for flow be-
tween two rotating cylinders, were discussed earlier. The flow
undergone by the material particles as the fluid moves down-
stream may be considered for a better understanding of the mixing
process. Based on the calculated three-dimensional velocity field,
one can introduce particles inside the screw channel and follow

Fig. 12 Calculated velocity and temperature fields in the channel of a single screw extruder
at nÄ0.5 and dimensionless throughput q vÄ0.3, for typical operating conditions
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the movement of these particles along the channel@58#. The par-
ticles undergo spiral movements, except those near the barrel sur-
face which go straight across the flight gap into the adjacent chan-
nel. The spiral movement of the particles inside the screw channel
promotes mixing within the single screw extruder. This recircu-
lating flow is not captured by the simpler two-dimensional model
discussed earlier.

The distributive mixing inside the channel may be represented
in terms of mixing between two different types of materials,
shown as white and black portions in Fig. 14 with each initially
occupying one half of the channel. These materials are followed
with time as the fluid moves in the channel. Clearly, the process is
a slow one, though the materials are eventually mixed with each
other as time elapses. Several other measures of mixing have been
considered in the literature. Kwon et al.@59# studied kinematics
and deformation to characterize mixing. Substantial work has also

been done on mixing in twin screw extruders, including the use of
chaos introduced by changes in the geometry and the boundary
conditions@60#.

Experimental Results.Experimentation on fluid flow in the
extruder channel is involved because of the complex domain and
generally opaque nature of the typical materials. However, exten-
sive experimental data on the overall characteristics of the extru-
sion process are available in the literature. Most of these concern
the practical issues in extrusion such as temperature and pressure
at the die, residence time distribution, total heat input, character-
istics of the extrudate, total torque exerted on the screw, and flow
rate. Much of this information is reviewed in books such as those
by Tadmor and Gogos@38#, Harper@28#, and Rauwendaal@61#.
However, very few studies have focused on the fluid flow in the
channel. Over the last decade, Sernas and co-workers@62,63# have
carried out well-designed, accurate, controlled and innovative ex-
periments on single- and twin screw extruders. These results have
been used for the validation of the analytical and numerical mod-
els presented here, as well as for providing a better understanding
of the basic fluid flow and heat transfer processes associated with
extrusion.

A specially designed single screw extruder is used for these
experiments. A plexiglas window can be fitted at any one of the
measuring ports to provide optical access to the flow to observe

Fig. 13 Residence time distribution „RTD… calculations. „a…
Schematic diagram showing the dye slab and the computa-
tional domain for RTD calculations; „b… variation of the dye flow
rate, normalized by the total flow rate, with time for typical op-
erating conditions; „c… variation of the cumulative distribution
function F „t… for different flow configurations, with t̄ as the av-
erage residence time.

Fig. 14 Mixing characteristics in a single screw extruder chan-
nel shown in terms of time sequence of distributive mixing of
two different materials inside the screw channel †58‡
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the extent of fill of the screw channel. The barrel is subdivided
into three sections which can be maintained at different uniform
temperatures by the use of circulating water jackets. The pressure
and temperature are measured at various locations. The measure-
ment of the temperature profile in the screw channel is compli-
cated because of the rotating screw. A cam-driven thermocouple
system, as shown in Fig. 15~a!, is installed on the extruder to
allow the thermocouple probe to travel in and out of the channel
in a synchronized motion linked to the screw rotation. The probe
moves into the channel to a preset distance while the flights
traverse due to screw rotation. The loci of points where data are
taken are sketched in Fig. 15~b!. As expected, considerable
amount of care is involved in extracting the appropriate data for
the temperature profile@62,63#.

Some characteristic experimental results for Viscasil-300M,
which is a non-Newtonian fluid, are shown in Fig. 16, along with
numerical results from two-dimensional finite difference and
three-dimensional finite element calculations@40,64#. The effect
of recirculation in the screw channel is seen in terms of the tem-
perature near the screw root being closer to that near the barrel,
than that predicted by the two-dimensional model. Clearly, a
three-dimensional model is needed to capture this recirculation. It
is interesting to note that these observations led to the develop-
ment of the three-dimensional model for flow in the screw chan-
nel. A close agreement between the experimental and numerical
results, in terms of pressure and temperature measured at the die,
was also observed, providing strong support to the model. It was
found that, for a given die, the die pressure rises with the flow rate
which is increased by raising the screw speed. Also, as expected,
the pressure increases as the fluid moves from the inlet towards
the die.

Twin-Screw Extrusion. Twin screw extruders are used exten-
sively in the processing of polymeric materials and in operations
which include pumping, polymer blending, and distribution of
pigments and reinforcing materials in molten polymers. The main
advantages of twin-screw extruders, over single-screw extruders,
are better stability, control and mixing characteristics. In twin
screw extruders, two screws lie adjacent to each other in a barrel
casing whose cross section is in a figure of eight pattern, see Fig.
17. Twin screw extruders are of many types, such as, intermesh-
ing, non-intermeshing, co-rotating, counter-rotating, to name a
few. When the screws rotate in the same direction they are called
co-rotating and when they rotate in opposite directions, they are
known as counter-rotating twin screw extruders. Depending upon
the separation between the axes of the two screws, twin screw
extruders are classified as intermeshing or non-intermeshing ex-

truders. If the distance between the screw axes is less than the
diameter at the tip of the screw flight, then one screw intermeshes
with the other and thus yields an intermeshing twin screw ex-
truder. Otherwise, it is known as a non-intermeshing twin screw
extruder. When the distance between the screw axes is equal to
twice the radius at the screw root and the flights of one screw
wipe the root of the other screw, then the extruder is known as a
fully intermeshing and self wiping twin screw extruder.

The flow domain of a twin-screw extruder is a complicated one
and the simulation of the entire region is very involved and chal-
lenging@65#. In order to simplify the numerical simulation of the
problem, the flow is divided into two regions: the translation, or T

Fig. 15 „a… Cam-driven thermocouple for temperature measurements in the
screw channel; „b… representation of the loci of points where temperature data
are collected †62,63‡

Fig. 16 Comparisons between numerical and experimental re-
sults on temperature profiles for Viscasil-300M, with „a… and „c…
from the 3D „FEM… model and „b… and „d… from the 2D „FDM…

model. For „a… and „b…: TiÄ20.3°C, TbÄ12.2°C, NÄ20. For „c…
and „d…: TiÄ18.8°C, TbÄ22.3°C, NÄ35.
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region, and the intermeshing, orM region, as sketched in Fig. 17.
This figure schematically shows a section taken normal to the
screw axis of a tangential co-rotating twin screw extruder and the
two regions. The counter-rotating case is also shown. Due to the
nature of the flow and geometric similarity, the flow in the trans-
lation region is analyzed in a manner identical to that for a single
screw extruder. Therefore, this region is approximated by a chan-
nel flow. The intermeshing, or mixing, region is represented by
the geometrically complex central portion of the extruder, be-
tween the two screws. The two regions are separated by a hypo-
thetical boundary used for numerical calculations only. For further
details on this model for the twin screw extruder and on the nu-
merical scheme, see@60,65–67#. The finite-element method is

particularly well suited to the complex domains that arise in twin-
screw extruders. Figure 18 shows the finite element mesh used
and some typical results on the transport in the mixing or nip
region of the extruder. It is seen that large gradients in pressure,
velocity and shear rate arise in the nip region, resulting in sub-
stantial fluid mixing, unlike the small recirculation in single-screw
extruders.

Chiruvella et al.@68# approximated the intermeshing region of
a self-wiping co-rotating twin screw extruder to develop a control-
volume based numerical scheme similar to the SIMPLER algo-
rithm @52#. Figure 19~a! shows a cut-away view of the extruder
considered. The flow in the intermeshing region is three-
dimensional with the flow shifting by the flight width as it goes
from one channel to the other. Solutions are obtained for the trans-
lation and intermeshing regions and linked at the interface, or
overlapping region. The screw channels are assumed to be com-
pletely filled and leakage across the flights is neglected@68#. Fig-
ure 19~b! shows the pressure and temperature rise when the trans-
lation and intermeshing regions are coupled. A good agreement
with earlier finite-element results is observed. Additional results at
different operating conditions and materials were obtained
@68,69#. Viscous dissipation was found to increase the temperature
in the fluid above the barrel temperature for typical operating
conditions. This model is much simpler than the finite element
model, requiring much less storage space and computational time,
thus making it attractive in modeling practical problems and in
design for industrial applications.

Velocity measurements are quite involved because of the com-
plex geometry and rotating screws. Karwe and Sernas@70# and
Bakalis and Karwe@71# have carried out measurements of the
fluid velocity field for heavy corn syrup which is transparent. A
plexiglas window was used for visual access to the twin screws in
the extruder. A two-component Laser Doppler Anemometer
~LDA ! in the back-scatter mode was used to measure the local
velocities in the extruder, as shown in Fig. 20~a!. As expected, the
flow was found to be very complicated and three-dimensional.
The flow field in the translation region could be compared with
the numerical prediction and is shown in Fig. 20~b!. A fairly good
agreement is observed, lending support to the model and the ex-
perimental procedure. Tangential and axial velocity components
were also measured in the intermeshing region and compared with
numerical predictions, yielding good agreement. Leakage across
the flights was found to be significant and the three-dimensional
nature of the flow field was evident in the results.

Chemical Conversion. Typical results on the conversion of
amioca, which is a pure form of starch, at constant screw speed
and throughput, are presented in Fig. 21. The degree of conver-
sion depends upon the velocity field and the reaction rate constant
K which varies with the local temperature of the extrudate, as
mentioned earlier. For smaller velocities, the degree of conversion
up to a given axial location is higher. This is clear in the region
near the screw root in all of the conversion contours. As the tem-
perature increases along the down-channel direction, the degree of
conversion increases, though the down-channel velocity does not
change much. At a barrel temperature of 150°C, the local tem-
perature is much higher than that at 115°C. Since the reaction rate
constant is higher when the local temperature is higher, the mate-
rial gets converted in a shorter distance than that in the case where
the temperature is lower. Several other results were obtained un-
der different temperature levels and throughputs@32#. This figure
shows the typical trends observed. With increasing flow rate, the
degree of conversion decreases since the residence time is smaller
allowing less time for the chemical reactions to occur. A compari-
son with experimental results also showed good agreement. How-
ever, in these cases the screw is not filled with a rheological fluid
throughout. Only a fraction of the channel length, as given in the
figure, is completely filled, with the remaining portion either par-

Fig. 17 Schematic diagram of the cross-section of a tangential
twin screw extruder, showing the translation „T… and intermesh-
ing, or mixing „M…, regions

Fig. 18 Mesh discretization for the mixing region in a co-
rotating tangential twin screw extruder, along with typical com-
puted results for low density polyethylene „LDPE… at nÄ0.48,
TbÄ320°C, TiÄ220°C, NÄ60 rpm, q vÄ0.3
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tially full or containing powder which cannot be treated as a fluid.
Further work is needed on chemical kinetics and on micro-
structural changes in such problems.

Powder Flow. In the processing of plastics and food, the ma-
terial is generally fed into the extruder as solid pieces or as pow-
der. This material is conveyed by the rotating screw, compacted
and then melted or chemically converted due to the thermal and
mechanical energy input. Figure 22~a! shows a schematic of the
overall process for food extrusion. The solid conveying region is
generally modeled as a plug flow with friction and slip at the
boundaries, as sketched in Fig. 22~b!. Friction factors have been
measured for different materials and are available in the literature.
The force balance yields the pressure variation in this region
@38,72#. This material is compacted due to the increase in pressure
downstream. For modeling the compaction process, information is
needed on the variation of density or porosity of the material with
pressure. Also, accurate friction factors are needed for the given
powder and barrel and screw materials. Very little work has been
done on powder flow and compaction, even though it is expected
that this process will have a substantial effect on the flow, heat
transfer and conversion processes downstream@72#. Clearly, fur-
ther detailed work is needed on this problem.

Additional Aspects. The preceding presentation on polymer
extrusion brings out the major concerns and complexities in this
important area. However, there are many additional aspects that
arise in practical circumstances. These include melting and solidi-
fication of the material, different screw configurations, leakage
across screw flights, flow stability, process feasibility, and the
conjugate transport due to conduction in the barrel. Transient ef-
fects are particularly important, both for the start-up of the process
and for changes in the operating conditions. The feasibility of the
process is determined largely by the pressure and temperature rise
in the extruder and, therefore, by the flow. Many of these aspects
have been considered in detail in the literature and the references
given in this section may be used for additional information.

Summary. The processing of polymers and other similar ma-
terials like food, rubber and pharmaceutical materials is used ex-
tensively in a wide variety of industries. Extrusion also frequently
precedes injection molding, another important processing method
for plastics. Composite materials are also generally produced by
reinforcing polymers with a variety of fibers made of metals, ce-
ramics, glass, etc., to obtain the desired characteristics. Again,
extrusion and injection molding are important processing tech-
niques for such materials. The fluid flow strongly affects the mix-
ing process, as well as the residence time, which influences the
physical and chemical changes in the material. The flow also af-
fects the thermal transport, which determines the temperature
field, the fluid viscosity, and the pressure rise. These variables and
the flow determine the characteristics of the final product.

Optical Fiber Drawing. Another important manufacturing
process, which was considered in the preceding discussion and
which has become critical for advancements in telecommunica-
tions and networking, is optical fiber drawing, sketched in Fig.
1~a!. In this process, the viscosity of glass, which is a supercooled
liquid at room temperature, is a very strong function of tempera-
ture. At its softening point, the viscosity is still very high, being of
the same order as that of polymer melts considered in the previous
subsection. Thus, viscous dissipation is important and the momen-
tum and energy equations are coupled. The analytical/numerical
treatment is thus similar to that described in the previous section.
Even small temperature differences are important because of the
effect on the viscosity and thus on the flow field. However, glass
flow may be treated as Newtonian at typical draw speeds.

In optical fiber drawing, the diameter of the cylindrical rod,
which is specially fabricated to obtain a desired refractive index
variation and is known as a preform, changes substantially, from
2–10 cm to about 125mm, in a distance of only a few centime-
ters. This places stringent demands on the grid, shown in Fig. 5, as
well as on the numerical scheme because of the large change in
the surface velocity. The radiative transport within the glass is

Fig. 19 „a… A corotating twin screw extruder with a self-wiping screw profile; „b… comparison
between the results obtained from finite volume and finite element approaches, the latter being
shown as points, for a corotating, self-wiping, twin screw extruder
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determined using the optically thick medium approximation or
improved models such as the zonal method@73#. The main inter-
est in this process lies in obtaining high quality optical fibers, as
indicated by low concentration of process-induced defects, desired
variation of refractive index, low tension, strength, and other im-
portant measures, at high draw speeds.

Typical computed results in the neck-down region, for a speci-
fied profile, are shown in Fig. 23, indicating the streamfunction,
vorticity, viscous dissipation and temperature contours. The flow
is smooth and well-layered because of the high viscosity. A typi-
cal temperature difference of 50–100°C arises across the fiber for
preform diameters of around 2.0 cm. As mentioned earlier, even
this small difference is an important factor in fiber quality and
characteristics. Larger temperature differences obviously arise for
larger preform diameters. Viscous dissipation, though relatively
small, is mainly concentrated near the end of the neck-down, in
the small diameter region, and plays an important role in main-
taining the temperatures above the softening point. Further details
on this problem may be obtained from@14,17,18,41,74#.

Neck-Down. The simulation of the free surface is another dif-
ficult problem, as discussed earlier. Several studies in the litera-
ture have considered fiber formation from the melt, particularly
for polymers, and jets and other free surface flows@75–78#. Op-
tical fiber drawing involves modeling the free surface flow of
glass under large temperature differences and large changes in
viscosity and cross-sectional area. Several simple models have
been employed to study the flow in this region, known as the
neck-down region@74#. In a recent study, a combined analytical
and numerical approach, based on the transport equations and
surface force balance, was developed for the generation of the
neck-down profile of an optical fiber during the drawing process
@41#. An axisymmetric, laminar flow was assumed in the glass and
in the circulating inert gases. The governing transport equations
were solved employing a finite difference method. The radially
lumped axial velocity, the normal force balance and the vertical
momentum equations were used to obtain a correction scheme for
the neck-down profile. After a new corrected profile is obtained,
the full governing equations are solved for the flow and heat trans-

Fig. 20 „a… Experimental arrangement for velocity measurements in the flow of
corn syrup in a twin-screw extruder; „b… comparison between calculated and
measured tangential velocity U x profiles for isothermal heavy corn syrup at
26.5°C, with mass flow rate of 6 kg Õh and screw speed of 30 rpm
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fer, considering both radiation and convection transport. This pro-
cess is continued until the neck-down shape does not change from
one iteration to the next. It was found that viscous and gravita-
tional forces are dominant in the determination of the profile.
Surface tension effects are small even though they are important
in many other free boundary flows@79#. The external shear and
inertial effects are small, as expected.

A typical example of the numerical generation of neck-down
profile with a cosinusoidal starting profile is shown in Fig. 24~a!.
From the figure it is seen that during the first few iterations, the
neck-down profile is quite unrealistic, with a flat region and an
abrupt change in radius around where the starting polynomial pro-
file ends. But after a few iterations the shape becomes smooth and
monotonically decreasing, eventually reaching a steady, con-
verged, profile, indicated by the invariance of the profile with
further iterations. It must be mentioned here that the radius ap-
proaches the dimensionless fiber radius as the axial distance ap-
proaches the furnace exit. However, because of the small value of
dimensionless fiber radius, the graphs seem to show that the value

Fig. 21 Isotherms and conversion contours while extruding
amioca in a tapered single screw extruder, with T bÄ115°C, Ti
Ä90°C, NÄ100 rpm, mass flow rate ṁÄ10 kg Õh, moisture
Ä30 percent

Fig. 22 „a… Schematic of the various regions in food extrusion;
„b… modeling of powder flow in a single screw extruder

Fig. 23 Calculated „a… streamfunction, „b… vorticity, „c… viscous dissipation, and „d… tem-
perature contours in the optical fiber drawing process for typical drawing conditions
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approached is zero. For convergent cases, perturbations to the
initial profile and different starting shapes lead to the converged
neck-down profile, as seen in Fig. 24~b!, indicating the robustness
of the scheme and the stability of the drawing process. The force
balance conditions were also closely satisfied if the iterations con-
verged. However, convergence does not occur in every case, lead-
ing to a feasible domain, as discussed below.

Feasible Domain. It was shown by Roy Choudhury et al.@41#
that, for given fiber and preform diameters and for a given draw
speed, the fiber cannot be drawn at any arbitrary furnace wall
temperature distribution. If the furnace temperature is not high
enough, the iterative radius correction shows that the fiber breaks
due to lack of material flow, a phenomenon that is known as
viscous rupture@80#. Similarly, it can be shown that for a particu-
lar furnace temperature and fiber speed, the fiber can be drawn
only if it is above a certain diameter. It can also be shown that for
a given preform and fiber size, and with a given furnace tempera-
ture, there is a limit on the speed beyond which no drawing is
possible, as this leads to rupture. Figure 25~a! shows the different
cases studied, including the cases where drawing was feasible and
the cases when it was not. From this figure, a region can be iden-
tified beyond which drawing is not possible. For the region where
drawing is feasible, the draw tension is calculated. The ‘‘iso-
tension’’ contours are shown in Fig. 25~b!. As expected, the draw
tension is low at higher temperatures and lower speeds, which
explains the positive slope of the iso-tension contours. For a real-
istic fiber-drawing operation, these results are very important,
since the operating parameters~such as furnace temperature and
draw-down speed! can be identified so that a fiber of desired di-
ameter can be drawn at the applied tension@81,82#. It must be
pointed out that only a combination of fiber speed and furnace
temperature has been considered here. It is possible to obtain
similar results for different combination of other physical and pro-

cess variables such as the external gas, flow velocity, flow con-
figuration, furnace temperature profile, furnace size, etc. Thus,
feasibility of the process is determined largely by fluid flow, as
was the case in polymer processing.

Experiments. Experimental work on the flow and thermal
transport in the optical fiber drawing is very complicated because
of the high temperatures, high draw speeds and difficult accessi-
bility into the furnace@74#. Most measurements have focused on
the characteristics of the fiber for different operating conditions
such as furnace wall temperature, draw speed and applied tension.
Relatively few results are available that may be used for compari-
sons with numerical predictions. A comparison with the profile
experimentally obtained by Paek and Runk@83# has been carried
out. For the heat transfer coefficient distribution given by Paek
and Runk, a parabolic furnace temperature profile has been used
by Lee and Jaluria@17,18# to predict the maximum temperature in
the preform/fiber and its location. The same parabolic furnace
temperature profile, with a maximum temperature of 3000 K and
minimum temperature of 2300 K, was used for obtaining the
neck-down profiles@41#. From the analytical results obtained by
Paek et al.@84#, the draw tension plotted on a logarithmic scale is
expected to vary linearly with the inverse of the furnace tempera-
ture. A comparison of the computed results with the experimental

Fig. 24 Iterative convergence of the neck-down profile in op-
tical fiber drawing. Here, r *ÄrÕR and z*ÄzÕL, where R is the
preform radius and L the furnace length.

Fig. 25 Results obtained from a feasibility study of the fiber
drawing process: „a… different cases studied, showing both fea-
sible and infeasible combinations of parameters and „b… ‘‘iso-
tension’’ contours for the feasible range of fiber drawing
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data show good agreement, as seen in Fig. 26. The quantitative
trend is reasonably good, even though the furnace temperature
profile, except for the maximum value, is guessed, and all prop-
erties for fused silica are taken from the literature. These compari-
sons with experimental results lend strong support to the approach
outlined here for determining the neck-down profile.

A study of the flow and thermal transport associated with the
draw furnace require accurate knowledge of the furnace wall tem-
perature distribution. An experimental procedure involving
mounting rods of different materials and diameters and feeding
them axially within the furnace cavity was employed for this pur-
pose, see Fig. 27~a!. Each rod was instrumented with thermo-
couples inserted through an axial hole along the centerline. The
temperature measurements were used along with a numerical
model for the flow and heat transfer in the furnace in order to
obtain the furnace wall temperature profile@85#. This is an inverse
problem since the centerline temperature in the rod is known
whereas the furnace thermal conditions are not known. The results
obtained using the graphite rods suggest that the furnace tempera-
ture is not affected by rod size. Figure 27~b! shows the computed
temperature distribution along the graphite heating element. The
dashed lines represent the water cooled portion of the furnace

cavity. The convergence of the optimization method used for de-
riving the heating element temperature distribution is demon-
strated by the agreement between the predicted and measured rod
temperatures. The computed maximum element temperatures
were in good agreement with the furnace sensor temperature at the
hot zone centerline, lending support to the model for the flow and
thermal transport in the furnace. The small difference between the
computed element temperatures for the two rod sizes is in support
of the previous statement that there was a small influence of rod
size on the furnace temperature distribution. However, the effect
of larger than the presently used rod sizes on furnace temperature
needs further investigation. Similar results were obtained for the
other furnace temperatures and for other materials, including
silica glass@86#.

Coating. As shown in the schematic diagram of the typical
fiber drawing process in Fig. 1~a!, the fiber is cooled as it moves
toward the coating section where it is coated with a jacketing
material for protection against abrasion, to reduce stress induced
microbending losses, and for increased strength. The upper tem-
perature at the coating section is limited by the properties of the
coating material used. For commercial curable acrylates, this tem-

Fig. 26 Comparison of the numerical predictions of neck-down profile and draw tension with
experimental results

Fig. 27 „a… Schematic of an experimental system for measuring the temperature distribution
in a rod located in an optical fiber drawing furnace; „b… computed furnace temperature distri-
butions „solid line … from graphite rod data. Experimental points are from the 1.27 cm diameter
rod.
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perature generally cannot exceed 150°C. The wet coating is then
cured by ultra-violet radiation as it passes through the curing sta-
tion, and finally the fiber is spooled around a takeup drum at the
base of the tower.

The basic coating process involves drawing the fiber through a
reservoir of coating fluid from where it is passed through a die
that may be used to control the thickness and the concentricity of
the coating layer. Coating thickness may also be controlled by
‘‘metering’’ the flow rate, while a flexible exit die may be used
for centering the fiber. This is immediately followed by a curing
process that results in solidification of the coating material around
the fiber. Figure 28 shows schematic diagrams of typical coating
applicator and die systems. Viscous shear due to the moving fiber
results in a circulatory fluid motion within the fluid. This problem
is very similar to polymer flow in a channel or die, as discussed
earlier. A balance between surface tension, viscous, gravitational,
and pressure forces results in an upstream meniscus at the cup
entrance@87–90#. This consideration is similar to that employed
for determining the neck-down profile in fiber drawing and a simi-
lar approach may be used in this case too. A downstream menis-
cus at the die exit results primarily from a balance between vis-
cous and inertia forces, the surface tension being a relatively small
effect. Centering forces within the tapered die contribute to the
positioning of the fiber at the die exit center. Successful coatings
are concentric, of uniform thickness, and free of particle inclu-
sions or bubbles. Excellent reviews of much of the earlier inves-
tigations on fiber coatings have been presented by Blyler et al.
@91#, Li @14#, and Paek@92#.

The use of high draw rates requires consideration of alternate
pressurized applicator designs, where pressure induced motion of
the coating material is used to reduce the shear at the fiber surface
and probably results in the establishment of a stable free surface
flow, though this aspect needs further investigation. An additional
benefit resulting with such pressurized dies has been the incorpo-
ration of gas bubble reducing, or bubble stripping, designs which
have resulted in minimizing gas bubbles entrained at the coating
cup entrance and then trapped within the coating layer. The physi-
cal and rheological properties of coating materials and their tem-
perature dependence are particularly important for the flow within
the applicator. However, accurate property data are generally not
available. Coating layer thicknesses range between 30 and 300
mm.

Several investigators have focused their attention on air entrap-
ment by the moving fiber and the resulting deterioration of the
coating. The characteristics of the meniscus, particularly its sta-
bility, have been studied in detail. Ejection of air bubbles by tip
streaming from interface cusps near the fiber was investigated
@93#. The dynamic meniscus in pressurized and unpressurized fi-
ber coating applicators was studied in detail, experimentally and
numerically, by Ravinutala et al.@94#, following an experimental
study by Abraham and Polymeropoulos@95#. Figure 29 shows
images of the meniscus formed with the fiber moving into an
unpressurized open cup applicator, as well as inside a micropi-

pette tube with a pressurized applicator. The fiber speed was 20
m/min. In both cases, the dynamic contact angle was near 180
deg. Figure 29 A clearly shows the breakdown of the meniscus
into saw tooth patterns and tip streaming as previously observed.
On the other hand, the pressurized applicator meniscus image,
Fig. 29 B, appears to be smooth, suggesting suppression of large
scale breakdown at the same fiber speed. Figures 29 C and D are
low magnification images clearly demonstrating that the unpres-
surized meniscus generates a large number of relatively large air
bubbles compared to the pressurized meniscus in Fig. 29 D where
air bubbles are probably too small to be detected. Comparison of
the shape of the menisci in Figs. 29 A and 29 B shows that the
effects of pressure and geometry are to flatten the meniscus and to
increase the slope of the liquid-air interface near the fiber com-
pared to those for an unpressurized meniscus. This probably re-
sults in a smaller air volume available for entrainment accounting
for the difference between Figs. 29 C and 29 D. Numerical mod-
eling results were found to agree closely with the experimental
observations on the flow and pressure distributions. However, fur-
ther investigation is clearly needed to understand the effect of
pressure on air entrainment and to design applicators and dies to
obtain high-quality fiber coatings.

Additional Aspects. The main considerations that arise in the
drawing of optical fibers are outlined in this section. The problem
is an extremely complex one, though it is also a very important
material processing technique because of the tremendous world-
wide demand for optical fibers. This has led to increasing draw

Fig. 28 Sketch of the flow in the chamber and the die for „a… an
open cup, and „b… a pressurized coating applicator, showing
the upper and lower menisci

Fig. 29 „A, C… Unpressurized test section; „B, D… Meniscus in
630 mm diameter tube, test section pressurized. Fiber speed
Ä20 mÕmin.
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speeds and preform diameters, resulting in stringent requirements
being applied to both the process and to its modeling. The fiber
has to be cooled rapidly in order to reach appropriate temperature
levels before coating is applied. Substantial work has been done
on the flow in the forced cooling process, considering laminar and
turbulent flow in the cooling section@74,96#. This is similar to the
continuous processing problem, considered later in this paper.

The flow of inert gases in the draw furnace plays a very impor-
tant role in the transport processes within the furnace and thus in
the flow and heat transfer in the glass. However, the flow is a
strong function of the geometry, particularly the locations of the
inlet/outlet channels, and of the flow rate. The flow can affect
local transport rates and thus cause local hot or cold spots. Figure
30 shows the calculated flows for two different configurations.
The side inlet, though more convenient to design and operate@81#,
directs the cold fluid at the fiber, causing possible local cooling
and breakage. Similarly, flows that aid or oppose fiber motion
respectively increase or decrease the heat transfer, significantly
affecting the process.

Defects are another important consideration, because these af-
fect the quality of transmission in the fiber and the distance one
could go without enhancing the signal. Many defects are gener-
ated by the thermal field and the flow, and enhanced cooling could
affect the distribution and retention of these defects. The glass
flow also affects the distribution of these defects, as well as of
dopants put into the preform to obtain specialized fibers. Several
studies have considered the kinetics of thermally induced defects
@97,98#. Yin and Jaluria@82# used the equation for the kinetics of
these defects to obtain their concentrations as functions of loca-
tion and operating conditions. The approach is similar to that for
the inclusion of chemical kinetics in other materials processing
cases, such as in food and reactive polymer extrusion considered
earlier.

Summary. The flow of glass and inert gases in the furnace
affect the heating up of the glass preform and the neck-down
profile, which in turn affect the temperature field, the generation
of defects, the tension in the fiber, and the distribution of impuri-
ties and dopants. Similarly, the flow in the coating process affects
the menisci, which determine the entrapment of bubbles and the
uniformity, thickness and concentricity of the coating. Thus, the
flow strongly affects fiber quality as well as the stability and fea-
sibility of the process.

Casting. Solidification and melting processes have been stud-
ied extensively because of their importance in a wide variety of
processes such as casting, crystal growing, welding, and polymer
injection molding, considering pure materials as well as mixtures
such as alloys@99–103#. As mentioned earlier, the natural con-
vection flow in the liquid or melt region is solved and coupled
with the transport in the solid. The location of the moving bound-

ary is not known and must be obtained from the solution, as is the
case for mold casting shown in Fig. 1~c!. A coordinate transfor-
mation, such as the Landau transformation, which was also used
for the neck-down region in optical fiber drawing, may be em-
ployed to make the computational domains rectangular or cylin-
drical, from the complicated ones shown@24,104,105#. This con-
siderably simplifies the numerical procedure by allowing a regular
rectangular or cylindrical mesh to be used. Several other tech-
niques have been developed to treat such moving boundary prob-
lems and the complicated domains that arise. For the continuous
casting problem of Fig. 1~b!, the interface between the solid and
the liquid is not known at the onset and an iterative procedure may
be adopted to determine its shape and location. Again, body fitted
coordinates may be employed to approximate the irregular shaped
computational domains. Of course, if the enthalpy model is em-
ployed, the entire region is treated as one, considerably simplify-
ing the computational procedure. Interest lies in obtaining high
quality castings, with few voids and defects, good grain structure
and low stresses, at high production rates.

Figure 31 shows the numerical results for melting in an en-
closed region using the enthalpy model. Streamlines and iso-
therms are shown for four different times during the melting of
pure Gallium. This is a benchmark problem in which melting is
initiated by a step change in the temperatures at the left and right
boundaries, the left being at temperature higher than the melting
point and the right lower. The streamlines indicate the effect of
thermal buoyancy which causes the interface between the solid
and the liquid to bend, rather than remain parallel to the vertical
boundaries. The amount of material melted increases with time till
it reaches a steady state for this problem. The recirculation in the
liquid is clearly seen. These results are found to agree well with
experimental results available in the literature@16#. The two-
region approach can also be used for modeling this problem. For
pure metals, the two-phase, two-region, approach leads to more
accurate results, whereas the enthalpy method is more useful for
alloys and mixtures. A lot of work has been done on such melting
and solidification problems, as reviewed by Viskanta@16,100#.

Conjugate transport is also important in these problems, as was
also the case in polymer extrusion and optical fiber drawing. Fig-
ure 32 shows typical numerical results when conduction in the
mold is coupled with heat transfer in the liquid and the solid
@106#. With increasing time, the liquid region shrinks due to so-
lidification, whereas the solidified region increases. The effect of
the imposed conditions at the outer surface of the mold on the
solidification process can be investigated by solving this conjugate
problem, which yields the temperature field in the mold along
with that in the solid and the liquid, as shown. Banaszek et al.
@107# carried out experiments and numerical simulations to dem-
onstrate the importance of conduction in the wall, as shown in
Fig. 33. Such numerical and experimental studies can be used to

Fig. 30 Inert gas flow field in the optical fiber drawing furnace for two geometrical configurations: inlet flow in
opposite direction to fiber motion and side entry
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determine the progression of the solidification front and thus
monitor the generation of voids and other defects in the casting.

Experimental studies have been relatively few because of the
complexity of the process arising from a moving interface and
time-dependent flow@108,109#. However, detailed experimental
results are needed to critically evaluate the various models em-
ployed for simulation as well as to provide information on the
characteristics of the interface for development of microscale
models. Figure 34 shows typical experimental results, along with
numerical predictions, for the melting and solidification of pure
tin @110,111#. The comparisons are fairly good, though the differ-
ences at small time indicate the need to improve the model to
more closely approximate the experimental conditions.

Alloys. There has been a growing interest in the basic charac-
teristics of solidification for mixtures, particularly alloys, as re-
viewed by Prescott and Incropera@103#. Combined heat and mass
transfer processes arise in this case and significantly affect the
flow. Figure 35 shows a schematic of the double-diffusive con-
vective flow that arises and increases in intensity with time. The
left wall is heated and solidification occurs on the right wall. As
the salt-enriched liquid is ejected from the mushy zone, it forms a
layer at the bottom and subsequently additional layers arise, with
recirculation in each layer driven by horizontal temperature gra-
dients. Lower heat transfer at the bottom results in larger mushy
region thickness@112#. Many interesting experiments on the so-
lidification of aqueous NH4Cl solutions and other such fluids have
been carried out to study the flow structure@101–103#. Similarly,
interest lies in understanding microscopic phenomena associated
with solidification. This is an area of intense current research
work. The solidification front can be divided into various morpho-
logical forms such as planar, cellular and dendritic. Various mod-

Fig. 31 Streamlines „1… and isotherms „2… for melting of Gallium in an enclosed
region, with the left vertical boundary at a temperature higher than melting
point, the right vertical boundary at a temperature lower than melting point and
the remaining two boundaries insulated. The enthalpy method is used and re-
sults are shown at different dimensionless time t following the onset of melting.
„a… tÄ0.5248, „b… tÄ1.0416, „c… tÄ1.5622, „d… tÄ1.9789.

Fig. 32 Isotherms „a,b… and streamlines „c,d… for solidification
in a cavity with conjugate transport to the mold. „a, c… tÄ0.05,
and, „b, d … tÄ0.1.

Fig. 33 Experimental and numerical results for water solidifi-
cation driven by convection and conduction
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els have been proposed and experiments carried out to character-
ize such structures and growth@113,114#. For instance, Fig. 36
shows equiaxed and columnar denritic crystals. Averaging vol-
umes and dendrite envelopes that may be used for modeling of the
microscopic phenomena are shown.

The numerical results for continuous casting are shown in terms
of isotherms in Fig. 37, again using the enthalpy method@115#.
The material isn-octadecane which starts as a liquid at the top and
solidifies as it flows through a mold. The buoyancy effects in the
flow are found to be small in this case. The shaded region indi-
cates the demarcation between pure liquid and pure solid. There-
fore, the liquid fractionf 1 is 1.0 at the top of the shaded region
and zero at the bottom of this region. A value of 0.5 may be taken
to represent the liquid-solid interface, but the enthalpy method
yields a finite region over which solidification is predicted to oc-
cur. It is seen that the material solidifies over a shorter distance at
a larger value of the heat transfer rate, indicated by the Biot num-
ber, as expected.

Polymer Melting and Solidification. In many polymer pro-
cessing applications, the melting and solidification of the material
is an important consideration. In injection molding, for instance,
the molten polymer is injected under pressure in a mold and, after
the mold is filled, the material is allowed to cool and thus solidify.
Solidification in extrusion dies and in channels leading to a mold
is not desirable since it affects the flow and the pressure due to the
resulting blockage. The basic flow configuration is shown in Fig.
38~a!, indicating a solidified layer near the boundaries and flow in
the central core. Work has been done on this problem using the
enthalpy approach discussed earlier. The interface between the
solid and melt regions, and the velocity and temperature distribu-
tions are computed@116#. Some typical results are shown in Figs.

Fig. 34 Comparison between measured and predicted inter-
face locations during „a… melting, and „b… solidification of pure
tin from a vertical surface †110,111‡

Fig. 35 Schematic of double-diffusive convection during so-
lidification of aqueous Na 2CO3 solution at various times follow-
ing start of the solidification process. „a… 10 min; „b… 30 min; „c…
75 min, and „d… 150 min †112‡.

Fig. 36 Schematic illustration of the averaging volume and the
dendrite envelopes for „a… equiaxed growth and „b… columnar
growth †113‡

Fig. 37 Effect of cooling rate at the mold in terms of the Biot
number Bi on the solidification in vertical continuous casting
of n-octadecane, using the enthalpy method. „a… BiÄ0.05, „b…
BiÄ0.1, „c… BiÄ0.15.
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38~b! and~c!. It is interesting to note that as the temperature at the
boundary is decreased, the thickness of the solidified layer in-
creases, resulting in greater blockage to the flow. This, in turn,
causes increased viscous dissipation, which heats up the fluid
flowing in the central region. Thus, lowering the wall temperature
ends up increasing the fluid temperature over the parametric
ranges considered here. Complete blockage is not found to occur
because of increased viscous dissipation effects with greater
blockage.

Summary. The preceding discussion outlines only a few im-
portant aspects in the modeling of material processing techniques
based on phase change. More work is clearly needed on coupling
microscale phenomena with the overall macro-model of the pro-
cess and the system. However, recent studies have led to a much
better understanding of the solidification process than what was
available before. The flow affects the heat and mass transfer pro-
cesses, which in turn influence the characteristics of the melt-solid
interface and the rate of melting/solidification. The flow also af-

fects the quality of the product because of undesirable oscillations,
generation of voids, and distribution of impurities.

Continuous Processing. A continuously moving material un-
dergoing processing results in another important complication in
the numerical simulation and experimentation of manufacturing
processes. The cooling of the moving optical fiber before coating
is an example of such processing. If the location of the moving
surface is known, as is the case for the circumstance of Fig. 7~b!,
the continuous movement of the boundary may be replaced by
steps, so that the lengthL is held constant over a time increment
Dt and the transient conduction problem is solved over this inter-
val. The lengthL is then taken at the increased value for the next
time interval, with the additional finite region adjacent to the base
taken at temperatureT0 , and the computation is carried out for
this interval. The procedure is carried out until results are obtained
over a given time interval or until the steady state circumstance is
obtained@20#. The corresponding initial and boundary conditions
are

t50: L~ t !50

t.0: atx50, T5T0 ; at x5L~ t !,2k
]T

]x
5hL~T2Ta!

(38)

wherehL is the heat transfer coefficient at the end of the moving
rod. The problem may be solved analytically@49# or numerically,
with the latter approach more appropriate for two- and three-
dimensional problems. As time increases, the length of the rodL
increases and the temperature at the end decreases. At large time,
a steady-state distribution arises over the rod and the temperature
at the moving end reaches the ambient temperature. The problem
may then be solved as a steady, continuously moving, infinite rod
case.

Conjugate conditions are very frequently encountered in manu-
facturing processes like hot rolling, extrusion, metal forming and
fiber drawing, which was discussed earlier. Conjugate conditions
arise at the surface and the convective transport in the fluid must
be solved in conjunction with conduction in the moving solid
@117#. The region near the point of emergence of the material has
large axial gradients and require the solution of the full equations.
However, far downstream, the axial diffusion terms are small and
a parabolic, marching, scheme may be adopted. This reduces the
computational time, as compared to the solution of the elliptic
problem over the entire computational domain. In continuous pro-
cessing, interest lies in controlling the local and global processing
of the material to obtain uniformity, high productivity, and desired
product characteristics.

Figure 39 shows the typical streamlines for a plate moving in a
quiescent medium. The ambient fluid is drawn toward the moving
surface. Large pressure gradients directed towards the origin give
rise to a small reverse flow in this region. Farther downstream,
this effect dies down and the flow approaches the characteristics
of a boundary-layer flow, with its thickness growing in the direc-
tion of motion. The inclusion of buoyancy effects due to a heated
plate increases the maximum velocity in the boundary layer, be-
yond the plate speedUs , if the buoyancy and the plate motion are
both directed upward, as shown in the figure. This, in turn, in-
creases the heat transfer from the plate. Similarly, other orienta-
tions have been investigated.

The time-dependent flow that arises at the initial stages of the
process is also important. Figure 40 shows the numerical results
for an aluminum plate moving vertically upward in water. A long
plate is assumed to start moving at timet50, when the upstream
temperature is also raised to a temperatureT0 which is higher than
the ambient temperatureTa . The flow is seen to start near the
moving boundary due to the no-slip conditions. A recirculating
flow region appears near the heated end, gradually moves down-
stream, and is finally swept away by the flow. The boundary layer
thickness grows along the direction of motion. The heat transfer

Fig. 38 „a… Schematic of polymer solidification in a channel;
„b… dimensionless solid-liquid interface j* ; and „c… maximum
temperature umax in the melt, for different outer wall tempera-
tures uw
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coefficient from the plate was found to reach a minimum near the
recirculation region. Local hot spots can thus arise in this region.
Buoyancy effects were found to increase with time as the fluid
temperature rises. Therefore, the transient flow and the heat trans-
fer rates can be substantially different from steady state conditions
which are eventually reached and which agree well with experi-
mental results. Many different fluids, materials, and flow condi-

Fig. 39 „a… Flow in the ambient fluid due to a continuously moving material; „b… di-
mensionless velocity „uÕUs… distribution in the fluid due to a vertically moving heated
plate with aiding buoyancy effects

Fig. 40 Calculated time-dependent streamlines for a heated
aluminum plate moving vertically in water at Pr Ä7.0, ReÄ25,
and GrÄ1000

Fig. 41 Sequence of shadowgraph photographs showing the
flow near the surface of an aluminum plate moving vertically
downward in water at a speed of 3.7 cm Õs, at ReÄ140.36 and
GrÕRe2Ä0.45

Journal of Fluids Engineering JUNE 2001, Vol. 123 Õ 201

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tions, including channel flows and the effect of buoyancy, have
been considered for a wide variety of applications in materials
processing@20#.

A few experimental investigations have also been carried out
on this problem and provide the results that can be used for the
validation of the mathematical/numerical model@118–120#. Gen-
erally, good agreement has been obtained between numerical and
analytical predictions and experimental results for a wide range of
materials, geometries and speeds. However, the occurrence of in-
stability, transition and turbulence at large speeds or at large tem-
perature differences has been found to increase the difference be-
tween numerical and experimental results, indicating the need for
better modeling of these flows. Figure 41 shows a sequence of
shadowgraph photographs of the flow near the surface of an alu-
minum plate moving vertically downward. As time increases, a
large disturbance leading to flow separation is seen to arise. The
flow under consideration is an opposing buoyancy circumstance,
which could lead to flow separation downstream@22#. The distur-
bance was found to remain largely at one location and not move
downstream, indicating that the observed phenomenon is due to
opposing buoyancy and not transient effects. The effect is gov-
erned by the local mixed convection parameter Grx /Rex

2

5gbDTx/n2, and the effect was found to be larger at larger values
of this parameter. Such disturbances in the flow affect the local
transport at the surface and thus the local characteristics of the
product. It is important to understand and control these effects for
better consistency in the processed material.

Summary. The flow is driven by forced flow mechanisms, due
to the moving surface and external pressure field, as well as by
buoyancy effects. Thus orientation and geometry are often impor-
tant considerations in determining the flow. The flow field influ-
ences the thermal transport that can affect the local and average
processing undergone by the material. Transient effects are impor-
tant at the initial stages of the process and also if changes occur in
the operating conditions.

Chemical Vapor Deposition. The deposition of thin films
on- to a solid substrate has become an important technique for
materials processing and is of interest in a wide variety of appli-
cations such as those involved with the fabrication of microelec-
tronic circuits, optical and magnetic devices, high performance
cutting and grinding tools, and solar cells. Though a relatively
new method for materials processing, thin film deposition has
attracted the interest of many researchers because of its relevance
to many important areas, high quality of material generated, good
control of the process and overall efficiency of the process.

Thin films are generally deposited from a gas phase onto a solid
surface. A chemical reaction takes place during the deposition
process and this is referred to as chemical vapor deposition
~CVD!. The products of the reactions form a solid crystalline or
amorphous layer on the substrate. The activation energy needed
for the numerous chemical reactions is provided by an external
heat source. After material deposition on the surface, the byprod-
ucts of the reactions are removed by carrier gases@34#. The se-
quence of events involved in a CVD process are shown schemati-
cally in Fig. 42. Film thicknesses range from a few nanometers to
tens of microns. The quality of the film deposited is characterized
in terms of its purity, composition, thickness, adhesion, surface
morphology and crystalline structure. The level of quality needed
depends on the intended application, with electronic and optical
materials imposing the most stringent demands. In order to im-
prove the quality of the film deposited, it is necessary to under-
stand the basic mechanisms that govern the access of the appro-
priate chemical species to the substrate. This in turn depends on
the flow, the associated heat and mass transfer in the flow region
and at the surface, and chemical reactions that arise. Large area

Fig. 42 Schematic of steps in a chemical vapor deposition process †34‡

Fig. 43 Practical CVD reactor configurations: „a… horizontal re-
actor, „b… vertical reactor, „c… barrel reactor, „d… conventional
multiple-wafer-in-tube low-pressure reactor †33‡

202 Õ Vol. 123, JUNE 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



film thickness and composition uniformity are achieved by proper
control of the governing transport processes@33,34#.

Many different types of CVD reactors have been developed and
applied for different applications. Most reactor configurations can
be classified into two general classes; the horizontal and the ver-
tical reactor. In the horizontal reactor, the heated susceptor on
which deposition is to be obtained is placed at an angle to the
incoming horizontal flow. The vertical flow reactor has the sus-
ceptor positioned perpendicular to the downward flow. Both types
of reactors are commonly used. A few practical CVD reactor con-
figurations are shown in Fig. 43. In most cases, a batch process is
used, with the susceptor stationary or rotating, and after the pro-
cess is completed the susceptor is removed and a new charge
undertaken. Though much of the initial effort was directed at sili-
con deposition because of its relevance to the semiconductor in-
dustry, much of the recent interest is directed at the deposition of
materials such as titanium nitride, silicon carbide, diamond, and
metals like titanium, tungsten, aluminum, and copper.

The quality, uniformity, and rate of deposition are dependent on
the fluid flow in a CVD reactor, on the heat and mass transfer, and
on the chemical reactions that are themselves strongly influenced
by temperature and concentration levels. Mahajan@34# has pre-
sented an excellent review on CVD for materials processing. The
flow and heat transfer in CVD reactors were investigated by
Evans and Greif@121#, Fotiadis et al.@122# and Karki et al.@123#.
These studies used numerical models based on parabolic govern-
ing equations along with experimental data to verify numerical
predictions. Analytical models using similarity variables had been
used in earlier work, followed by numerical models using bound-
ary layer approximations. One and two dimensional studies were
carried out by Fotiadis et al.@122# using finite element methods

~FEM!. This is appropriate for complex geometries encountered in
some CVD processing systems. Rotating susceptor, three dimen-
sional flow, and experimental measurements have also been con-
sidered in various investigations.

Figure 44 shows some typical results obtained with a moving
susceptor by Chiu and Jaluria@124#. Both analysis and experimen-

Fig. 44 Computed streamlines, temperature distribution, and Nusselt number for different values of dimensionless
susceptor velocity U sus

Fig. 45 Comparison between numerical predictions, using the
diffusion-controlled approximation and the reaction-controlled
chemical modeling, and experimental results of Eversteyn
et al. †125‡
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tal studies have indicated the feasibility of such continuous mo-
tion. Clearly, continuous processing is a very desirable feature
since it will impact positively on production rates of the processed
materials. It is seen that, at small susceptor speeds, the effect on
the flow and the temperature field is relatively small, making it
possible to use a continuous process. Also, the speed and direction
of motion may be used advantageously to affect the film quality.
Conjugate transport at the heated surface is also an important
consideration, since in actual practice thermal energy is supplied
to the susceptor, often at a constant rate, and the temperature
distribution at the surface depends on the transport processes that
arise. An isothermal condition is an idealization and is rarely
obtained.

Experimental Results.Figure 45 shows a comparison between
the silicon deposition rate computed using the chemical kinetics
expression given by Eq.~17! with the measurements of Eversteyn
et al. @125#. A fairly good agreement is observed. This model
assumes chemical kinetics limited deposition. Similarly, a diffu-
sion limited case was considered where the deposition is largely
restricted by the transport process. A large discrepancy is seen
near the susceptor’s leading edge in this case. The reaction-
controlled deposition model thus yields much better agreement
with experimental results. The reaction-controlled deposition
model accounts for the deposition rate dependence on temperature
and species concentration at the deposition surface. Depending on
the materials involved, the deposition characteristics may be taken
as diffusion or kinetics limited. Of course, the problem is fairly
complicated and the transport processes as well as the chemical
reactions must be considered at the surface and in the gas phase to
satisfactorily model the overall deposition process. Even though
kinetics results are available for common materials like silicon,

lack of accurate data for deposition of metals and other materials
is a major problem in accurate prediction of the deposition rate.

Experimental studies have also been carried out on the flow in
channels, such as those shown in Fig. 2~e!, for CVD applications
@33,126,127#. Predicted streamlines are compared to experimental
observations in Fig. 46 for flow of air in a straight horizontal
channel over a susceptor heated by a uniform heat flux source, for
two flow rates. As the gas travels over the heated susceptor, gas
heating gives rise to buoyancy effects. In the case of the lower Re,
a plume develops above the susceptor. This flow pattern generates
two transverse rolls, with their axis of rotation perpendicular to
the flow direction. The upstream roll produces a recirculation re-
gion, while the downstream roll entrains flow from outside. These

Fig. 46 Comparison between experimental observations and numerical predictions of streamlines
at ReÄ9.48 and ReÄ29.7 for a ceramic susceptor

Fig. 47 Side view and tail view of the flow pattern in a con-
verging channel with 8 deg tilt. Tail views are located at the end
of the heated section with a light sheet oriented perpendicular
to the main flow.
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rolls can have significant effect on the deposition rate and film
uniformity due to the convective displacement of reactants and
effect on heat transfer rates. As Re is increased, the plume shifts
downstream due to greater bulk gas flow. Consequently, the two
transverse rolls become smaller and flow entrainment from the
outside is reduced. The appearances of oscillatory flow, turbulent
flow, transverse and longitudinal rolls are found to be dependent
on the channel cross-sectional aspect ratio, flow rate and heating
rate.

Significantly different flow regimes are observed when the
same parametric space is examined for a converging channel with
an 8 deg tilted heating section. The flow remains steady and lami-
nar over a larger range of conditions, as compared to a straight
channel, since the reduction in channel height increases the local
gas velocity and diminishes the relative effect of the buoyancy
force. When the flow rate and heating rate are increased, the tran-
sition to a new flow regime, composed of longitudinal rolls with
the axis of rotation parallel to the main flow, occurs. The side
view of this regime shows oscillatory flow. The tail view reveals
the presence of rolls along the heated plate. These rolls are un-
steady in nature and their presence promotes mixing within the
channel. Buoyancy effects increase as Re is decreased or as Gr is
increased, and a thermal plume appears above the heated plate, as
shown in Fig. 47. The corresponding side view shows the breakup
of longitudinal roll structures. When this condition occurs, the
flow shifts to a regime dominated by transverse rolls. The plume
generated above the heated plate creates an upstream transverse
roll which is observed to be two-dimensional near the center of
the channel. Near the exit, the flow structure breaks up into tur-
bulent flow. The transition from longitudinal rolls to transverse
rolls is defined by fitting a curve across the transition zone, yield-
ing a critical mixed convection parameter of Gr/Re256000. The
effect on the temperature field and on the heat transfer is also
studied. In the design of CVD reactors, entrainment at the exit and
transverse rolls are undesirable. Flow entrainment introduces
byproducts and other forms of contaminants onto the deposition
surface, thereby lowering product quality. Rolls may act like stag-
nation zones, preventing the desired species from migrating to the
deposition surface. These issues must be considered in detail
when CVD reactors are designed.

Summary. The flow in the CVD reactor affects the tempera-
ture and concentration fields, which determine the local and aver-
age deposition rates. Instability and oscillations in the flow can
affect the film quality, particularly its uniformity. The flow de-
pends on the geometry, operating conditions like flow rate, tem-
perature, and inlet species concentration, and the fluids involved.
Detailed investigations are needed on the chemical kinetics, the
associated flow and the resulting deposition for a variety of new
and emerging materials.

Additional Flows. The preceding discussion has presented
several important materials processing techniques and outlined the
present state of the art in analysis, numerical simulation and ex-
perimentation of the fluid flows associated with these. However,
as mentioned earlier, materials processing is a vast field and it is
not possible to cover all the different techniques and systems used
for fabricating new, advanced or traditional materials. The preced-
ing discussion presents just a few important processes. There are
many more processes in which fluid flow is of critical importance
and which have seen intense research activity in recent years.
Three such processes are outlined below to bring out some addi-
tional concerns and to link these with the flows considered earlier.

Crystal Growing. This is a very important area since most
semiconductor devices are fabricated from single crystals grown
from the vapor phase or from the melt. The former generally
involves sublimation and chemical transport in a sealed enclosure
@128#. The latter was mentioned earlier and sketches of two im-
portant techniques, Czochralski and floating zone, were shown in
Fig. 2. Several other crystal growth techniques, such as Bridgman

crystal growth in which the furnace has an upper zone at tempera-
ture above the melting point and a lower zone at temperature
below the melting point, have been developed@47,129#. The Czo-
chralski method has dominated the production of single crystals
for microelectronics and has been the subject of considerable re-
search interest@129,130#. The fluid flow phenomena involves
buoyancy-driven convection due to temperature and concentration
gradients, forced and mixed convection because of moving sur-
faces and materials, thermocapillary flows because of surface ten-
sion gradients, phase change, and thermal and mass transport pro-
cesses. The main concerns are very similar to those in casting and
other phase-change processes. The flow affects the quality of the
crystal through oscillations, instability, effect on local and average
transport rates, and distribution of impurities.

Though Silicon crystals have been of particular interest in the
fabrication of electronic devices, there has been growing interest
in GaAs, InP and other such compounds because of their use in
various electro-optic applications. An encapsulant layer of a very
viscous melt such as boric oxide is placed over the melt to curb
escape of volatiles in these cases. Figure 48~a! shows a schematic
of the high pressure liquid-encapsulated Czochralski process, in-
dicating various mechanisms that arise@130, 131#. The flow in the
melt arises under the combined effects of buoyancy, surface ten-
sion and rotation. Similar mechanisms arise for the process shown
in Fig. 2~a!. Several studies have considered these mechanisms
separately, as well as together, to determine the dominant ones
and to develop methods to control undesirable flow-induced ef-
fects. The flow due to the combined effects of these mechanisms
is shown in Fig. 48~b!, indicating oscillatory behavior of the flow
and of the melt-crystal interface. Oscillations damp out at large
time. However, at higher rotational speeds, the oscillatory behav-
ior increases and the process is difficult to simulate due to thin
boundary layers. An applied magnetic field has been found to
suppress oscillations and result in a flat interface@130#. Various
other aspects, such as three-dimensional effects, continuous
growth system, thermal boundary conditions, and convection in
high-pressure liquid-encapsulated Czochralski crystal growth,
have been investigated.

Microgravity Materials Processing. Over the past two de-
cades, there has been considerable interest in materials processing
under microgravity conditions. Such an environment would be
obtained, for instance, in laboratories orbiting in space and would

Fig. 48 „a… Schematic of the high-pressure liquid-
encapsulated Czochralski crystal growing system; „b… grid dis-
tribution, flow field and melt-crystal interface at three instants
of time showing strong oscillatory behavior which damps out
at large time †130‡
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allow the processing of materials to be carried out with reduced
effects of the terrestrial gravitational field. As discussed earlier,
buoyancy-driven flows in the melt of a crystal growing system
affect the quality and characteristics of the crystal by impacting on
the solidification process, local transport rates and the nature of
the liquid-solid interface. Similarly, gravity plays an important
role in the shape of the meniscus in the fiber coating process and
in the neck-down profile in optical fiber drawing. Thus, by
controlling the gravitational force, we could influence the result-
ing flow and thus the process and the final product@132,133#.
Consequently, substantial research effort is being directed in this
area by NASA, the European Space Agency, and other space
organizations.

The gravitational force is reduced to much smaller amounts in
space. However, it is not zero and buoyancy-driven flows, though
substantially reduced, are still present. Similarly, other effects due
to gravity are present in reduced form. Also, several other effects
and mechanisms that are relatively small on the Earth become
much more important. These include thermocapillarity, orbital ro-
tation which gives rise to the Coriolis force, disturbances and
fluctuations. Detailed investigations have been carried out on ther-
mocapillarity since this is often the dominant mechanism for flow
under microgravity conditions. Attention has been directed at the
resulting steady flows that would affect the solidification process
and the solid-liquid interface. Since instabilities and oscillations
are not desirable for a uniform, defect-free, crystal of high purity,
extensive work has been done on the onset of instability, nature of
oscillatory flows that arise and the different flow regimes that
result for various governing parameters such as Prandtl, Ma-
rangoni, and Biot numbers@134–137#. The nature of flow under
specified conditions, the critical Marangoni numbers, and the sta-
bility diagrams have been determined. Both numerical and experi-
mental studies have been carried out, including experiments under
microgravity. Many papers have focused their attention on crystal
growing processes like floating zone and Czochralski methods.
Many other aspects of materials processing under microgravity,
such as bubble migration, film deposition and deforming inter-
faces, have also been investigated@138,139#. Such efforts con-
tinue and are expected to lead to a much better understanding of
the fluid flow for materials processing under microgravity
conditions.

Thermal Sprays. This is another area which has received con-
siderable attention as a viable process for manufacturing near-net
shape structured materials. Sprays containing droplets of the de-
sired deposition material are directed at a chosen substrate and
deposited by rapid solidification. The process is fast since many
processing steps are eliminated and rapid solidification eliminates
macro-segregation which weakens traditionally cast materials
@140#. Superior properties associated with fine-grained micro-
structures and non-equilibrium phases are usually obtained. A
wide variety of materials, such as aluminum, tin, and various al-
loys have been employed in the droplet-based manufacturing pro-
cess. This process involves generating the droplets, the convective
flow in the spraying process, droplet impact and deformation, and
rapid solidification@140–144#. Plasma spraying is used for fabri-
cating ceramics, particularly nanostructured ceramics, and various
other materials@145,146#.

Much of the effort in these and other papers has focused on
rapid solidification because the properties of the final product are
strongly dependent on this process. Various models have been
developed and carefully conducted experimental data have been
used for validating and improving the models. The impact of the
droplet on the surface, its deformation and spread, and the solidi-
fication time are determined. The velocity field inside the spread-
ing droplet is computed and the free surface is tracked. The so-
lidification process is then treated with multi-dimensional models
to determine pores, cavities and other defects. The stagnation-flow
problem is investigated to model the spray and its impingement on
a substrate, involving solidification of liquid in motion. In-flight

behavior of droplets, particularly with respect to nucleation and
solidification, are also considered. The overall problem is obvi-
ously very complicated since it involves complex flows with free
boundaries, moving surfaces, phase change, and rapid changes
with time. However, because of the advantages it offers in mate-
rial fabrication, in terms of speed and quality, substantial research
effort is directed at the thermal spray process at present.

System Simulation, Design and Optimization. Another im-
portant aspect that must be mentioned here is the numerical simu-
lation of the overall system, since the process undergone by the
material is a consequence of the flow and energy exchange with
the various components of the system. The numerical simulation
of the system refers to the use of the numerical model to obtain a
quantitative representation of the physical system and to charac-
terize its behavior for a given design or set of operating conditions
and for variations in these. Consider, for instance, a typical elec-
trical furnace, which consists of the heater, walls, insulation, inert
gas environment and the material undergoing heat treatment. The
transport mechanisms in all these components are coupled through
the boundary conditions. The gas flow is driven by an externally
imposed pressure difference, such as that due to a fan or a blower,
by moving materials in continuous processing, and by buoyancy.
Each individual component may first be numerically simulated as
uncoupled from the others, by employing prescribed boundary
conditions. Then, these individual simulations are combined, em-
ploying the appropriate coupling through the boundary conditions.
This procedure provides a systematic approach to the numerical
simulation of the system, which may be a simple one or a com-
plicated practical one@23,43#. Once the simulation of the system
is achieved, with satisfactory experimental validation, the design
and optimization of the process as well as of the system may be
undertaken. The results obtained from the simulation provide the
necessary inputs for improving existing designs and developing
new ones for improving the productivity and the product quality
for a given manufacturing process@1#.

Present State-of-the-Art
It is obvious from the preceding review that the fluid flow phe-

nomena associated with a wide variety of materials processing
techniques have been investigated in detail. Mathematical models
of various complex circumstances that arise in materials process-
ing have been developed and applied to practical systems and
processes. Some of the common situations are:

1 Moving and free boundaries
2 Combined transport mechanisms
3 Conjugate conditions that couple different regions
4 Mechanisms occurring at different length and time scales
5 Flows with phase change and chemical reactions
6 Large material property changes
7 Non-Newtonian flows
8 Particulate flows

Though numerical approaches have been most extensively used
to solve the governing equations, analytical solutions have also
been obtained for certain simplified and idealized cases. These
have been mainly used for validating numerical models and for
providing physical insight into underlying mechanisms. Experi-
mental results have also been obtained in a limited number of
flows in order to validate the numerical models and to provide
guidelines for model development by increasing the basic under-
standing of the process.

Much of the effort in this area has been directed at the numeri-
cal modeling and simulation of processing. Using advances in
computational fluid dynamics, many specialized techniques have
been developed to simulate the complexities that typically arise in
materials processing. These include
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1 Coordinate transformations for grid generation in complex
domains

2 Coupling of different regions and mechanisms
3 Finite difference, finite element and other approaches
4 Simulation of deforming materials
5 Solution of inverse problems
6 Modeling complicated boundary conditions
7 Solution of time-dependent problems
8 Other complications mentioned earlier

Advantage has been taken of advances in computational hard-
ware and software for visualization, improving accuracy, and for
reducing computational storage and time. Similarly, experimental
work has relied heavily on the techniques developed for flow vi-
sualization and measurement, such as laser Doppler anemometry,
particle image velocimetry, infra-red, laser and video imaging,
high-speed photography, as well as traditional methods of mea-
suring flow, temperature, pressure and other variables. Specialized
techniques for measuring, for instance, temperature and velocity
in a rotating screw extruder, have been developed to investigate
flow phenomena in materials processing. The preceding review
has presented several analytical, numerical and experimental
methods that have been employed to investigate these flows.

Future Research Needs
Our understanding of flow phenomena in materials processing

has grown significantly over the last three decades. However,
there are still many areas that need detailed and concentrated fur-
ther investigation. These are considered in terms of separate cat-
egories in the following.

Critical Areas. The three main areas that are in critical need
of further study are:

1. Material properties. In many of the simulations and experi-
ments, the material properties available in the literature have been
used. Frequently, data are available only under standard condi-
tions, even though the processes occur at much higher temperature
and pressure. Equations for chemical kinetics are often not avail-
able or only a few data points are available. Therefore, the mea-
surement and availability of accurate material properties are cru-
cial to a study in this area.

2. Experimentation. It has been mentioned that experimental
results are very sparse because of the time and effort needed for
accurate data. However, experiments are strongly needed for vali-
dation of models and for providing inputs and insight for future
model development.

3. Coupling of micro/macro scales. It is very important to sat-
isfactorily link the transport mechanisms at the microscale where
material processing generally occurs with those at the macro or
engineering scale where the appropriate boundary conditions are
imposed. A few studies have considered this aspect, as mentioned
earlier. But much more needs to be done in order to link material
quality with the operating and design conditions.

Additional Topics. Besides these three major areas that need
further investigation, work is needed on several other topics.
Some of the main ones are:

1 New and innovative experimental techniques for realistic
materials which are often opaque and for measurements under
high temperature and pressure.

2 Numerical techniques for very large material property
changes and for coupling the transport equations with the chemi-
cal kinetics which may involve several different reactions, with
different reaction rates, activation energy, and other constants.

3 Flow circumstances involving complex materials such as
powders, particulates, granules, and highly porous materials.

4 Accurate numerical modeling of combined mechanisms,
multiple domains, multiphase flows, and conjugate conditions.

5 Instability of the process due to underlying flow instability
mechanisms. Effect of these instabilities on process feasibility.

6 Characteristics of free surfaces and interfaces.
7 Effect of flow on product characteristics and thus on the op-

eration and optimization of the process and system.
8 Development of new products, processes and systems on the

basis of underlying fluid phenomena.

Important Processes for Future Study. Several important
materials processing techniques and systems have been consid-
ered in this review and their future reseach needs have been out-
lined. However, there are many others that need careful detailed
investigation because of their growing importance. Some of the
important processes that are expected to be important in the future
and that should be targeted for research are:

1 Chemical reaction based processing
2 Biological systems and biomaterials
3 Droplet-based manufacturing: rapid solidification, thermal

and plasma sprays
4 Advanced polymers and composites
5 Crystal growth
6 Space-based materials processing
7 High speed coating
8 Processing of ceramics, glass, nanostructured ceramics
9 Laser processing

10 Solidification of alloys and mixtures
11 Power processing

Concluding Remark
Finally, It must be stressed that fluids engineering research can

impact on the growing and important field of materials processing
only if significant effort is also directed at understanding the basic
mechanisms and processes that govern changes in the material. It
is not enough to use available kinetics or information on material
behavior to model the relevant fluid flow phenomena. One must
understand how the observed phenomena affect the material prop-
erties, structure and characteristics. This makes the study of fluid
flow phenomena in materials processing challenging, interesting
and useful.
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Nomenclature

b,bm ,B5 constants, Eqs.~20!, ~22!, and~23!
Bi 5 Biot number, Bi5hL/ks
cm 5 species concentration
C 5 specific heat

Cp 5 specific heat at constant pressure
ē 5 unit vector in the direction of gravitational force
E 5 activation energy

Ec 5 Eckert number, Eq.~35!
f 1 5 liquid mass fraction

F(t) 5 cumulative residence time function, Eq.~37!
F̄ 5 body force vector
g 5 magnitude of gravitational acceleration

Gr 5 Grashof number, Eq.~35!
h 5 convective heat transfer coefficient
H 5 enthalpy

Journal of Fluids Engineering JUNE 2001, Vol. 123 Õ 207

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ho 5 enthalpy at 0 K
ī 5 unit vector inx-direction
k 5 thermal conductivity
K 5 bulk viscosity, reaction rate

Kc 5 consistency index for non-Newtonian fluid, Eq.~19!
L 5 characteristic length

Lh 5 latent heat of fusion
ṁ 5 mass flow rate

Ma 5 Marangoni number
n 5 power-law fluid index
N 5 speed in revolutions/min~rpm!
p 5 local pressure

pa 5 hydrostatic pressure
pd 5 dynamic pressure due to fluid motion
Pr 5 Prandtl number, Eq.~35!
q 5 heat flux

qv 5 dimensionless volume flow rate in an extruder
Q̇ 5 volumetric source
R 5 universal gas constant, radius

Re 5 Reynolds number, Eq.~35!
Sr 5 Strouhal number, Eq.~35!

t 5 time
T 5 temperature

u,v,w 5 velocity components inx, y, andz directions, respec-
tively

U, US 5 speed of a moving solid or source
V̄ 5 velocity vector

We 5 Weber number
x̃ 5 position vector

x, y, z 5 coordinate distances
X,Y,Z 5 dimensionless coordinate distances

Greek Symbols

a 5 thermal diffusivity
b 5 coefficient of thermal expansion
ġ 5 strain rate
d 5 location of interface between solid and liquid
« 5 surface emissivity
l 5 second viscosity coefficient
m 5 dynamic viscosity of fluid
n 5 kinematic viscosity
F 5 viscous dissipation function
r 5 density
s 5 surface tension
u 5 dimensionless temperature
t 5 shear stress

Subscripts

a 5 ambient
b 5 barrel, wall
i 5 initial, inlet
l 5 liquid

m 5 melting point
o 5 reference
s 5 solid, surface
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Effects of Guide-Vane Number
in a Three-Dimensional
60-Deg Curved Side-Dump
Combustor Inlet
Three-dimensional flowfields in a 60-deg curved combustor inlet duct of rectangular
cross-section with and without guide vanes were measured using Laser-Doppler veloci-
metry for the longitudinal, radial, and spanwise velocity components. The Reynolds num-
ber based on the bulk mean velocity and hydraulic diameter was 2.533104. The main
parameters examined were the guide-vane number and Reynolds number. The results
show that to completely eliminate flow separation in the curved combustor inlet three
guide vanes should be installed. The critical Reynolds number for the absence of the flow
separation is found to decrease with increasing product of radius and aspect ratios. In
addition, it is found that in most regions the maximum radial mean velocity, difference
between radial and spanwise normal stress, and the turbulent kinetic energy decrease
with increasing guide-vane number. A rationale for the absence of flow separation in the
one-vane case predicted by previous researchers is also provided.
@DOI: 10.1115/1.1358843#

1 Introduction
In a curved duct the imbalance between the centrifugal force

and the radial pressure gradient drives the secondary flow perpen-
dicular to the main direction of flow. A full account of the gen-
eration of the secondary flow can be found in Ward-Smith@1#.
The secondary flow makes the flow structure complicated and
causes a larger pressure loss than in a straight duct. The flow
characteristics in the combustor inlets, which are curved, have a
direct effect on the performance of the succeeding combustor.
Accordingly, for improved engineering design further efforts are
needed for a clear understanding of the detailed fluid dynamics
and the role of the secondary flow in curved ducts.

In an early flow visualization experiment, Eustice@2# demon-
strated the existence of a secondary flow by injecting ink into
water flowing through a coiled pipe. Recent development of the
laser-Doppler velocimetry~LDV ! has provided more accurate and
detailed velocity measurements in the curved duct. Agrawal et al.
@3# measured the two-dimensional~2-D! laminar water flow in a
180-deg curved circular pipe and both Humphrey et al.@4,5# and
Taylor et al.@6# measured the laminar (Reh5790) and turbulent
(Reh543104) water flows in 90-deg curved square ducts. They
found that the boundary layer thickness at bend entry influenced
the flow development and strength of the secondary flow. Second-
ary flows were more pronounced in the laminar flow than in the
turbulent case. This was attributed mainly to the thicker boundary
layer at the bend inlet for the laminar case. Chang et al.@7# mea-
sured the 2-D turbulent water flow in a strongly curved U-bend
and downstream tangent of square cross-sections. Their results
suggested that anisotropy, stabilizing and destabilizing curvature,
and complex fluid-wall interactions were among the effects re-
quiring modeling in the bend and that quick reduction of second-
ary motions required modeling in the downstream tangent. In the
airflow measurement, Holt et al.@8# studied the developing turbu-
lent flow in a 2-D 90-degree curved square duct. Moreover, Liou
et al. @9,10# investigated the effects of the Reynolds number and

aspect ratio (b/a) on the flowfield characteristics in a 2-D 90-deg
curved square duct. They demonstrated that as the aspect ratio
was increased, the strength of the main secondary flow decreased.

The brief survey presented above reveals the lack of three-
dimensional~3-D! turbulent flow measurements in curved ducts.
Among the above-mentioned papers, only Taylor et al.@6# mea-
sured the velocity component in the spanwise direction of a 90-
deg curved square duct. However, their measurements of the
spanwise velocity component were only performed in the down-
stream tangent; none of the data were taken in the bend. There is
thus a need to measure both radial and spanwise velocity compo-
nents in a curved duct. In addition, there are relatively few works
on curved ducts installed with various number of guide vanes.
Kotb et al. @11# have numerically studied the laminar and turbu-
lent flows in a two-dimensional bend with and without a guide
vane, and Liou and Liao@12# have performed preliminary 3-D
LDV measurements of flows in a curved combustor inlet with and
without a guide vane. The purpose of the present work is therefore
to characterize the three-dimensional developing turbulent flow in
a 60-deg rectangular inlet duct with various numbers of guide
vanes located upstream of a side-dump combustor through LDV
measurements of longitudinal, radial and spanwise velocity com-
ponents. In particular, emphasis is placed on studying the effects
of the number of guide vanes on the flow characteristics in the
curved combuster inlet, which is absent in open literature. It is
hoped that the measured results can aid in a better understanding
of the complex and highly anisotropic flow structure and provide
a useful data base for this type of flow. Moreover, the 2-D nu-
merical results of Kotb et al.@11# are examined in the context of
the present measured data.

2 Experimental Apparatus and Conditions

2.1 LDV System. The two curved inlet ducts of a side
dump combustor and the LDV setup are shown schematically in
Fig. 1 where a partial view of the second curved inlet duct is
shown for space limitation. Air was drawn into two curved side
inlets through two settling chambers and two 10:1 bell-mouth-like
contractions by a blower at the downstream end. The settling
chamber contained a flow straightener and six screens. The air
then flowed into the curved inlet ducts, the combustion chamber, a
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flow straightener, a flowmeter, a bellows, and was exhausted by
the blower. A conventional dual beam LDV system was set up in
a forward or off-axis scattering configuration. A 300-mw helium-
neon laser with a 632.8 nm~red! line provided the coherent light
source. The approximate probe-volume dimensions~1/e2 light in-
tensity! in a forward scattering configuration were 0.57 mm in
length and 0.18 mm in diameter. The LDV system mentioned
above was utilized to measure the longitudinal and radial velocity
components from the side wall of the curved inlet duct. The span-
wise velocity component was measured from the outer wall of the
curved duct, using a one-component fiber-optic probe LDV sys-
tem whose light source was a linearly polarized 300-mw argon ion
laser~514.5 nm wavelength! and probe-volume dimensions were
approximately 0.12 mm31.56 mm. The detailed optical arrange-
ments of the He-Ne laser and Ar1 laser LDV systems were de-
scribed in Liou and Wu@13# and Tsai and Liou@14#, respectively.
The entire conventional LDV system and the fiber-optic probe
were mounted on a milling machine with four vibration isolation
mounts, allowing the probe volume to be positioned with 0.01 mm
resolution. The light scattered from salt particles with a nominal
diameter of 0.8mm was collected into a photomultiplier and sub-
sequently downmixed to the appropriate frequency shift of 2–5
MHz. A counter processor with 1-ns resolution was used to pro-
cess the Doppler signal. The Doppler signal was monitored on an
oscilloscope, and the digital output of the counter processor was
fed directly to a microcomputer for storage and analysis.

2.2 Curved Duct Model. The configuration of the curved
inlet duct model and coordinate system for the one-vane case are
sketched in Fig. 1. The inlet duct consists of an upstream tangent,
a 60-deg bend of mean radius (Rm) 47 mm, and a downstream
tangent. Please refer to the Nomenclature and our preliminary
work ~Liou and Liao @12#! for the detailed dimensions of the
curved duct model. The internal dimensions of the cross-section
are 47 mm335 mm ~a3b!, the corresponding hydraulic diameter
(Dh) is 40 mm, and the radius ratio (Rm /Dh) is 1.2. Figure 1

shows that four types of the curved inlet duct, viz., no-vane,
1-vane, 2-vane, and 3-vane, are investigated. With the same ge-
ometry, they are distinctive in the number of the guide vanes. The
shape of the guide vane is a circular-arc, from the bend entry
plane to the bend-exit plane. In addition, the guide vane has a
straight upstream extension of 0.25Dh at the leading edge and a
downstream extension to the dump plane (Xh** 51.1) at the trail-
ing edge. The shape of the leading edge of the vanes is a semi-
circle with a radius of 0.0125Dh . The guide vane with a thick-
ness of 0.025Dh divides the curved duct into equal segments.
Each segment is given a label, as shown in the upper half of Fig.
1. The two rectangular inlet ducts intersect the combustor at an
inlet angle of 60 deg. The centerlines of both inlet ducts intersect
the combustor at the same axial station and are located circumfer-
entially at 180 deg to each other. The internal dimensions of the
dump plane are 35 mm354.2 mm. To facilitate data presentation,
three coordinate systems are adopted in the present work; each for
a given zone: two separate Cartesian systems, one each for the
straight ducts~negativeXh* for the upstream tangent and positive
Xh* for the downstream tangent! and a cylindrical system for the
bend.

2.3 Experimental Conditions. The measurement planes
along the longitudinal direction are shown in the upper half of Fig.
1. There were four longitudinal stations,uh530 deg,uh560 deg,
Xh* 50.25, andXh* 50.5, and five spanwise stations,Zh* 50.89,
0.69, 0.46, 0.23, and 0, where all three components were mea-
sured. Note that theXh** 50.63 andXh** 51.1 stations were re-
spectively located at 0.5Dh and 0.1Dh above the combustor inlet
port and were chosen to be parallel with the combustor side walls
instead of being perpendicular to the duct walls to provide appro-
priate inlet boundary conditions for combustor flowfield compu-
tations. The measuring positions were chosen to give a clear pat-
tern of the flow field. The bulk mean velocity, 9.9 m/s, was used
as a reference (U ref) to nondimensionalize the results. The Rey-
nolds number based on the bulk mean velocity and hydraulic di-
ameter was 2.533104, the corresponding Dean number
(Re(Dh/2Rm)0.5) was 1.653104.

3 Results and Discussion
The present study is part of a series of systematic experimental

investigations of the flow field in simulated ramjet combustors
and inlets. A much more detailed data description is included in
the Ph.D. thesis of Liao@15#. Only some typical results are pre-
sented below.

3.1 Uncertainty Estimate. The mean velocity and turbu-
lence intensity components were calculated from the probability
density function of the measurements~Liou and Kao@16#!. Typi-
cally, 2000;4000 realizations were averaged at each measuring
location. The corresponding statistical errors were between 0.1
and 1.8 percent in the mean-velocity component and between 2.0
and 3.1 percent in the turbulence intensity component for the 95
percent confidence level. The well-known weighting method of
McLaughlin and Tiederman and the constant time-interval sam-
pling mode were used to correct velocity bias for regions where
local turbulence intensity was below and above 25 percent, re-
spectively~Drain @17#!. The difference between corrected and un-
corrected data sets was found to be below 2.4 percent. Verification
of the spanwise symmetry of the mean velocity and turbulence
intensity for three components was performed for various stream-
wise stations. For instance, the deviations from symmetry of the
mean velocity and turbulence intensity for three components were
found to be within 2.8 and 1.5 percent ofU ref , respectively, for
the one-vane case. Accordingly, in each of the measuring planes
data were collected only in the symmetrical half. To check the
conservation of the mass flow rate, the mean longitudinal veloci-
ties were integrated over each measure cross section and the inte-
grated values were compared. The integrated results were also

Fig. 1 Sketch of experimental and coordinate system, and
measurement planes of curved inlet duct models
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compared with the readings of flow meter located downstream of
the test section. These comparisons showed that the continuity
errors of all the cross-sectional planes for the four cases investi-
gated were within 4 percent. The uncertainty in evaluating the
streamwise vorticity by numerical differentiation is given in the
caption of Fig. 4 and was doubly checked by numerical integra-
tion based on circulation.

3.2 Upstream Tangent. The typical distributions of the
longitudinal mean velocity and turbulence intensity atXh* 528
and Xh* 521 in the upstream tangent for the one-vane case are
top-hat shape~Liou and Liao @12#!. As the flow proceeds from
Xh* 528 to Xh* 521, the region of core fluid is narrowed from 84
percent–53 percent of the cross-stream plane, which indicates that
the fluid flowing into the bend entry plane is a hydrodynamically
developing flow. The streamwise mean velocity profiles in the
boundary layers near the outer, inner, and side walls are close to
the one-seventh-power law profile atXh* 521 and the boundary
layer thickness, defined as 95 percent of the centerline mean ve-
locity, are d/Dh50.15, 0.16, and 0.16, respectively. In fact, the
ratio of the measured displacement to momentum thickness, i.e.,
the shape factor, is approximately 1.5, whereas the shape factors
of the laminar and turbulent flat-plate flows are 2.6 and 1.3, re-
spectively. Moreover, the corresponding turbulence intensity at
Xh* 521 is 1.8 percent ofU ref in average, except near the walls.
These results suggest that the boundary layer atXh* 521 is tur-
bulent.

The near uniform subsonic inflow from the upstream tangent is
affected by the bend to some extent, as can be examined from Fig.
2. Figure 2 displays the distributions of longitudinal mean velocity
at a distance of 1 mm from the outer (Rh* 51) and inner wall
(Rh* 521), respectively, in theZh* 50 plane for the four cases
investigated. It can be seen that for a given number of vanes the
difference in theU/U ref distribution betweenRh* '0.96 andRh*
'20.96 decreases with increasing upstream extent (2Xh* ). The

U/U ref distributions ofRh* '0.96 andRh* '20.96 converge after
a certain upstream extent~indicated by the arrow in Fig. 2!. The
upstream extent or the distance between the position labeled by
the arrow and the entry of the bend (Xh* 50) is found to decrease
with increasing number of vanes and is about 1.62, 1.47, 1.25, and
0.88Dh for the no-vane, one-vane, two-vane, and three-vane
cases, respectively. In other words, the effect of the bend on the
flow pattern in the upstream tangent decreases with increasing
guide-vane number.

3.3 Bend and Downstream Tangent. The streamwise evo-
lution of the longitudinal and radial mean velocity components
along theZh* 50.23 plane for the four cases examined are depicted
in Fig. 3 in terms of the resultant vector plots. Atuh50 deg the
near uniform flow from the upstream tangent has been affected by
the curvature. The streamwise mean velocity displays an accelera-
tion near the inner wall and a deceleration near the outer wall for
the front part of the bend, but for the latter part of the bend it is
reversed. The aforementioned phenomenon results from the influ-
ence of the longitudinal pressure gradient and has been discussed
in detail in Liou and Liao@12#. Apart from flow distortion encoun-
tered in all four cases, flow separation adjacent to the inner wall of
the inner passage in the downstream tangent for the no-vane and
one-vane cases is clearly visible. Note that the separated recircu-
lation zone in the one-vane case is smaller than that in the no-vane
case. By installing a single guide vane in the curve inlet duct, the
size of the separated flow region along the inner wall is narrowed
to about 25 percent of the size observed for the case without a
guide vane. It should be mentioned here that in the numerical
study of Kotb et al.@11#, there is, however, no flow separation in
the two-dimensional 90-deg bend installed with one guide vane at
Reh513105. The difference between their computational and our
measured results for the one-vane case is attributed to the differ-
ences in dimension~2-D versus 3-D!, bend angle~90-deg versus
60-deg!, Reh , and, to some extent, to the numerical scheme and
turbulence models adopted by them. A further identification of the

Fig. 2 Distributions of longitudinal mean velocity along Rh*
É0.96 and À0.96 „Uncertainty in UÕUref : less than Á2.8 per-
cent …

Fig. 3 Streamwise mean flow pattern in terms of resultant ve-
locity vectors at Zh*Ä0.23 for four cases „Uncertainty in „U2

¿V2
…

1Õ2ÕUref : less than Á2.8 percent …
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possible rationale for the difference will be supplemented in a
later section. For Reh52.533104 in the present work, the sepa-
rated flow region along the inner wall is further eliminated by
installing two or more guide vanes. Why does an increase in vane
number suppress separation? Its physical explanation is provided
in a later section. A further discussion of Reh effect on removing
flow separation is also given in the later text. It is important to
extract such information from the measured results since the size
of the separated flow region in the curved inlet duct affects the
size of the dome recirculation zone and, in turn, the fluid mixing
and the flame stability inside the combustor~Shahaf et al.@18#;
Liou et al. @19#!.

The secondary-flow mean velocity vectors and longitudinal
mean velocity contours atuh530 deg, uh560 deg, andXh*
50.25 for the two-vane case are shown in Fig. 4 as a typical case.
A pair of counter rotating vortices is generated in the cross-
sectional plane by the imbalance between the centrifugal force
and the inward force resulting from the radial pressure gradient.
The secondary flow motion displaces high-speed fluid towards the
outer wall along the region containing the central plane, and low-
speed fluid towards the inner wall along the side wall. These main

secondary flow vortices are narrow and prevail near the side
walls. It should be mentioned that a second vortex pair having a
sense of rotation opposite of that of the main vortex pair develops
within the bend and near the central outer wall for the case of no
vane, as have been identified by smoke visualization of laser light
sheet atuh530 anduh560 deg~not shown!. Similar observations
have also been made in pipe bends of circular cross-section~Rowe
@20#!. However, this second vortex pair is rather unstable, it ap-
pears and disappears alternately. Further downstream in the down-
stream tangent for the no-vane case, a more stable third vortex
pair having a sense of rotation opposite of that of the main vortex
pair appears near the central inner wall. Note that these additional
vortex pairs developing in the no-vane case are absent in the two-
vane case. The positive radial mean velocities atuh560 deg are
greater than those atuh530 deg andXh* 50.25 because the cen-
trifugal force generated by the curvature vanishes in the down-
stream tangent. Quantitatively, the radial mean velocity reaches a
value as high as 0.68, 0.43, 0.39, and 0.31U ref for the no-vane,
one-vane, two-vane, and three-vane cases, respectively. As a ref-
erence, the maximum positive radial mean velocity of the turbu-
lent flow in a straight rectangular duct with Reh54.23104 only
reaches a value of 0.12U ref ~Melling and Whitelaw@21#! due to
the lack of curvature effect. Also, Taylor et al.@6# reported a
maximum positive radial mean velocity of 0.4U ref for their 90-deg
curved square ductb/a51 with Rm /Dh52.3 and Reh543104.
This value is smaller than 0.68U ref measured for our no-vane case
with a duct cross-sectional aspect ratiob/a50.74, Rm /Dh51.2
and Reh52.533104, as a result of duct aspect ratio effect~Liou
et al.@19#!, Reynolds number effect~Taylor et al.@6#!, mentioned
in the Introduction, and radius ratio effect. All these three effects
indicate that the strength of the main secondary flow decreases
when any one of them is increased. The maximum negative radial
mean velocities atXh* 50.25 are about 0.147, 0.22, 0.146, and
0.13U ref for the no-vane, one-vane, two-vane, and three-vane
cases, respectively. The maximum spanwise mean velocities at
Xh* 50.25 are about 0.1, 0.16, 0.18, and 0.15U ref for the no-vane,
one-vane, two-vane, and three-vane cases, respectively. Due to
convective transport of the low-momentum fluid by the side-wall
secondary flow from the outer wall to the inner wall and the
influences of flow separation, the core flow and the position where
the maximum longitudinal mean velocity occurs are displaced
progressively from the regions near the inner walls towards the
center of the passage as the fluid proceeds downstream fromuh

530 deg toXh* 50.25 orXh* 50.5. The distributions of the stream-
wise mean vorticity,V5]W/]Rh2]V/]Zh , are also plotted in
Fig. 4 in terms of contours for the two-vane case. It can be seen
that the negative vorticity contours mainly prevailing near the side
walls reveal the presence of the counterrotating main secondary
flow vortices. This observation is consistent with the previous
discussion of the secondary flow mean velocity. The streamwise
mean vorticity of this work is about one order of magnitude larger
than that obtained by Yokosawa et al.@22# in the smooth and
rough square duct using hot-wire anemometry. Further discussion
about the variation ofV with the guide-vane number is given in a
later section.

Due to the secondary flow motion, the interchange of the tur-
bulent kinetic energy between the outer and inner walls is respon-
sible for the occurrence of high levels of turbulence near the side
walls. Figure 4 also provides the contour maps of the turbulent
kinetic energy atuh530 deg,uh560 deg, andXh* 50.25 for the
two-vane case as a typical example to illustrate the aforemen-
tioned result. The turbulence levels are higher near the outer wall
than near the inner wall in the first part of the bend (uh
530 deg); this trend is reversed in the latter part of the bend
(uh560 deg) and the downstream tangent (Xh* 50.25). In addi-
tion, the maximum turbulence levels increase with increasing
streamwise distance. AtXh* 50.25,

Fig. 4 Secondary mean flow pattern in terms of resultant ve-
locity vectors and U, V, and k contours at three selected cross-
sectional planes for two-vane case „Uncertainty in „V2

¿W2
…

1Õ2ÕUref : less than Á2.8 percent, in VDh ÕUref : less than
Á8.6 percent, in k ÕUref

2 : less than Á7.4 percent …
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Au2
max, Av2

max
Aw2

max, and kmax

are (0.41U ref, 0.19U ref, 0.25U ref, 0.13U ref
2 ), (0.34U ref, 0.16U ref,

0.2U ref, 0.08U ref
2 ), (0.32U ref, 0.14U ref, 0.16U ref, 0.075U ref

2 ), and
(0.2U ref, 0.13U ref, 0.12U ref, 0.03U ref

2 ), for the no-vane, one-vane,
two-vane, and three-vane case, respectively. It is found that all
three turbulence intensity components and the turbulent kinetic
energy decrease with increasing guide-vane number. In a turbu-
lent rectangular duct with Reh54.23104 ~Melling and Whitelaw

@21#!, Au2
max, Av2

max
Aw2

max, and kmax are about 0.1U ref ,
0.074U ref , 0.074U ref , and 0.01U ref

2 , respectively. The maximum
turbulence levels in the present curved duct with various guide-
vane numbers are greater than those in the straight rectangular
duct due to the presence of curvature effect.

3.4 Influence of Guide-Vanes Number and Reynolds Num-
ber. The streamwise variation of the longitudinal mean velocity
alongRh* '20.96 in the A-1 passage~Fig. 1! at various Reynolds
numbers are shown in Fig. 5. The region of negative longitudinal
mean velocity reduces with increasing Reynolds number since the
loss of mean-flow energy as a result of wall friction decreases
with increasing Reynolds number. It should be recalled that the
friction loss in a straight pipe flow also decreases with increasing
Reynolds number, as supported by the Moody chart for the range
of Reynolds number examined in Fig. 5. Accordingly, a critical
Reynolds number of Reh533104 can be extrapolated for the ab-
sence of longitudinal flow reversal. Similar observations can be
made for the no-vane, A-2, B-1, and B-2 passages~Fig. 1! to
obtain the corresponding critical Reynolds numbers. It should be
pointed out that there is no separation in the curved inlet duct with
three guide vanes. Thus, the separation lengthXh,sep, defined as
the longitudinal distance where the longitudinal mean velocity is
negative alongRh* '20.96 ~i.e., 1 mm from the inner wall!, de-
creases with increasing Reynolds number Reh , as depicted in Fig.
6~a!. The aforementioned critical Reynolds numbers~solid sym-
bols! are also included in Fig. 6~a! whereXh,sep50. It is interest-
ing to apply Fig. 6~a! to identify the possible reason for the dif-
ference mentioned in 3.3 section regarding the presence or
absence of flow separation in curved ducts installed with a single
guide vane. The prediction of Kotb et al.@11# was performed at

Reh513105 which is well beyond the critical Reynolds number
determined from Fig. 6~a!. Their computation showed the absence
of flow separation, a result justified by Fig. 6~a!. On the other
hand, our measurements show the presence of flow separation for
the one-vane case since the data were taken at Reynolds number
(Reh52.533104) lower than the critical Reh depicted in Fig. 6~a!.

If the Reynolds number Res , whose characteristic length is the
hydraulic diameter of each sub-passage, is used, the correspond-
ing results are shown in Fig. 6~b!. From Figs. 6~a! and ~b!, one
can see that the values of the critical Reh are different from those
of the critical Res (Resc). It should be pointed out that curved
ducts with the same radius ratio may have different aspect ratios.
Nevertheless, all the previous researchers in their studies on
curved duct flows only correlated their results with either aspect
ratio or radius ratio. Hence, to extend the application range, Fig.
6~c! shows the variation of the Resc with the product of the radius
ratio and aspect ratio for each sub-passage in which the flow sepa-
ration is present. It can be seen that the Resc, above which no
separation occurs in the passage, decreases with increasing prod-
uct of the radius ratio and aspect ration~G!. The correlation be-
tween the Resc andG can be obtained by the least squares method
as following:

Resc5104~115G22!, ~0.8,G<5.5!,

The deviations of the above correlated values from the respective
experimental data are within 3.5 percent. There is no separation in
the B-3 passage and sub-passages for the 3-vane case whose prod-
ucts of radius and aspect ratios are all greater than 5.5.

Fig. 5 Streamwise variation of longitudinal mean velocity
along Rh*ÉÀ0.96 in A-1 passage at various Reynolds numbers
„Uncertainty: see Fig. 2 caption …

Fig. 6 Variations of separation length with Re h and Res , and
variation of Re sc with product of radius ratio and aspect ratio
„Uncertainty in Xh,sep* : less than Á5.2 percent …
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The absolute differences between the longitudinal mean veloci-
ties at a distance of 1 mm from the inner and outer walls, respec-
tively, are shown in Fig. 7. The velocity differences increase be-
fore uh530 deg and then decrease untiluh560 deg. At the exit of
the bend, the longitudinal mean velocities atRh* '20.96 and 0.96
are almost equal, except for the case of the inlet duct without a
guide vane. The velocity differences increase again in the down-
stream tangent and then restore to smaller values for all four
cases. Note that the differences between the longitudinal mean
velocities near the inner and outer wall in the curved inlet duct
decrease with increasing guide-vane number.

The profiles of the longitudinal mean velocity and turbulence
intensity in theZh* 50 plane atXh** 51.11 station, located at a
stage of 0.0875Dh above the dump plane, for the four cases are
shown in Fig. 8. For the no-vane case, a higher turbulence inten-
sity level appears at the proximity of the inner wall as a result of
the flow separation adjacent to the inner wall. However, the flow
separation near the inner wall at theXh** 51.11 station for the
no-vane case is eliminated by installing guide vanes into the
curved duct, resulting in lower turbulence levels for the curved
duct with guide vanes. The presence of the guide vanes makes the
longitudinal mean velocity distributions across the sub-passages
of the curved duct more uniform even though the no-slip condi-
tion at the guide vanes produces velocity deficits around the guide
vanes. From Figs. 7 and 8, a consequence of introducing more
guide vanes into the curved duct is a reduction of the velocity
differences between the inner and outer walls and, hence, a more
uniform distribution of the velocity across the sub-passages near
the exit of the curved duct. It is worth pointing out that the main
concern here is how to eliminate flow separation inside the down-
stream tangent of the curved inlet duct using guide vanes. The
presence of flow separation and reattachment~Figs. 3, 5, 6! tends
to make the flow unstable at the dump plane of the combustor,
which, in turn, results in an oscillatory impingement flow inside
the combustor, therefore, unstable flame holding recirculating
zone ~combustion instability! in the dome region of the dump
combustor. Among the guide-vane number examined, only the
case of three guide vanes makes the flow separation disappeared
in the downstream tangent of the curved inlet duct for the range of
Reynolds number tested, thus providing the most uniform velocity
distribution near the dump plane of the combustor. Measurements

inside the combustor needs to be performed in the future study to
understand the detailed effect of the level of flow uniformity on
the succeeding combustion process.

There is one more point worth being addressed. Information of
wall-friction loss in the curved duct with guide vanes is also im-
portant to a complete design optimization as far as the curved duct
itself is considered. Measurements of wall static pressure loss be-
tween a reference station (Xh* 520.5) located in upstream tangent
and the combustor dump planeXh** 51.1 indicate a significant
drop of friction factorf from a value off 50.51 for the no-vane
case tof 50.42 of one vane case due to a large reduction in the
size of flow separation bubble. When the number of guide vanes is
increased, the value off is increased again fromf 50.45 for the
two-vane case up tof 50.54 for the three-vane case due to the
slight decrease in the size of separation bubble but the large in-
crease in the friction surface area with increasing guide-vane
number. Note that the three-vane case only causes a wall-friction
loss slightly larger than the no-vane case, which suggests that the
friction loss resulting from flow separation for the no-vane case is
significantly and nearly the same as the friction loss associated
with increasing friction surface area of three vanes.

Figure 9 shows the variations ofVmax, Vmax, (v22w2)max, and
kmax with the streamwise distance for the four cases examined.
The comparison ofVmax shown in Fig. 9 reveals that the strongest
main secondary flow vortex is developed within the downstream
tangent of the curved duct with three guide vanes. In general, the
maximum secondary-flow vortex,VmaxDs /Uref , becomes stronger
as the number of guide vanes is increased. In other words, the
ability of the secondary motion to convect the high velocity fluid
across the main flow increases with increasing guide-vane number
or aspect ratio of the sub-passage. The trend ofVmaxDs /Uref
shown in Fig. 9 explains the reduction of the separation bubble
with increase in guide-vane number. It is worth mentioning that
the computational results of Kotb et al.@11# for turbulent flows in
a 2-D 90-deg bend with or without a guide vane also indicates the
reduction of the recirculating zone when a guide vane is arranged
in the bend. In fact, thatuDUi 20u/U ref decreases with increasing
guide-vane number, as shown previously in Fig. 7, also suggests

Fig. 7 Absolute longitudinal mean velocity differences be-
tween inner and outer walls for the four cases examined „Un-
certainty in zDUi-0zÕUref : less than Á3.2 percent, in normalized
longitudinal position Á0.6 percent …

Fig. 8 Profiles of central-plane „Zh*Ä0… longitudinal mean ve-
locity and turbulence intensity at Xh** Ä1.11 for the four cases

examined „Uncertainty in Au 2ÕUref : less than Á3.8 percent, in
UÕUref : see Fig. 2 caption …

216 Õ Vol. 123, JUNE 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



an amelioration in the adverse pressure gradient along the inner
wall in the downstream tangent, and, in turn, a reduction in the
size of separation as the guide-vane number is increased. It may
be appropriate here to explain why the no-vane case shown in Fig.
6 deviates significantly from the configurations that involve guide
vanes. Because the relative thickness of the boundary layers at a
curved-duct entrance is known to significantly affect the flow de-
velopment within the duct or sub-passages, Fig. 10 depicts the
variations of various boundary layer thickness atuh50 deg and
Zh* 50 with guide vane number~Fig. 10~a!! and radial distance
~Fig. 10~b!!. As one can see that for the no-vane case, a relative
thick and thin boundary layers have developed on the outer (Rh*
51) and inner (Rh* 521) duct walls, respectively, due to the
deceleration and acceleration of fluid flow along the outer and
inner duct walls, respectively, in the front half of the curved duct.
The large difference between the boundary layer thickness of
outer and inner walls is markedly reduced as one guide-vane is
installed in the curved duct and then gradually reduced to nearly
zero ~uniform mean velocity distribution! when the guide-vane
number is increased from 1–3. Thus, the trend depicted in Fig.
10~a! correlates well with that depicted in Fig. 6~a!. The reduction
of the above difference in boundary layer thickness between outer
and inner walls is attributed to the increase in the aspect ratio of
the sub-passage and, in turn, augmentation of the ability of the
secondary motion to convert the high velocity fluid across the
main flow, as precedingly mentioned. Figure 10~b! further depicts
the radial variation of inlet boundary layer thickness of sub-
passage. The large difference ind/Dh on theRh* 51 wall between
the no-vane case and the configurations involving guide vanes
again correlates with that shown in Fig. 6~a!. Note that the small
difference ind/Dh among the curved duct with different guide-
vane numbers for21,Rh* ,1 is because that the boundary layer
on the inner or outer wall of sub-passages all stars to develop at
the guide-vane leading edge.

Figure 9 also shows that the maximum radial mean velocities at
uh560 deg are greater than those at other longitudinal stations for
all four cases since the centrifugal force generated by the curva-
ture is maximum near the outer wall. In most regions,Vmax de-
creases with increasing guide-vane number. This is attributed to

that the fluids flowing toward the outer wall along the central
plane are restricted by the guide vanes. In a similar trend (v2

2w2)max decreases with increasing guide-vane number. Note that
v22w2 is one of the driving forces for generating secondary flow
of the second kind in the streamwise vorticity transport equation.
All cases show that the turbulent kinetic energy increases with
increasing streamwise distance untilXh* 50.25 and then restores
to a smaller value atXh* 50.5. In addition, the turbulent kinetic
energy decreases with increasing guide-vane number for most re-
gions. The maximum turbulence level is approximately constant
within the side-inlet curved duct with three guide vanes.

4 Summary and Conclusions
The following conclusions are drawn from the data presented:

1 The effect of the bend on the fluid flow in the upstream
tangent decreases with increasing guide-vane number.

2 The separated flow region along the inner wall decreases
with increasing guide-vane number. There is no flow separation in
the curved combustor inlet installed with three guide vanes.

3 The critical Reynolds number (Resc) for the absence of flow
separation decreases with increasing product of radius ratio and
aspect ratio~G!. The correlation between the Resc and G is ob-
tained for the first time and has the form

Resc5104~115G22!, ~0.8,G<5.5!,

G>5.5, no separation.

Fig. 9 Variations of Vmax , Vmax , „v 2Àw 2
…max , and k max with

streamwise distance for the four cases examined „symbols:
see Fig. 7; Uncertainty in Vmax : see Fig. 4 caption, in Vmax : less
than Á2.8 percent, in „v 2Àw 2

…max ÕU ref
2 : less than 9.6 percent, in

k max : see Figs. 4 caption …

Fig. 10 Variations of various boundary layer thickness at uh

Ä0 deg and Zh*Ä0 with guide-vane number and radial distance
„Uncertainty in dÕDh : less than 3.6 percent …
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4 For the guide-vane numbers examined, the most uniform
mean velocity distribution near the dump plane of the combustor
can be obtained by installing three guide vanes. The three-vane
case results in a friction loss nearly as large as the no-vane case.

5 All three turbulence intensity components and the turbulent
kinetic energy increase with increasing streamwise distance in the
bend and then restore to smaller values atXh* 50.5.

6 In most regions the maximum radial mean velocity, differ-
ence between radial and spanwise normal stress, and the turbulent
kinetic energy decrease with increasing guide-vane number. In
addition, the maximum turbulence level is approximately constant
within the curved combustor inlet with three guide vanes.
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Nomenclature

a 5 radial height of channel cross-section, 47 mm
b 5 spanwise width of channel cross section, 35 mm

Dh 5 channel hydraulic diameter, 40 mm
Ds 5 sub-passage hydraulic diameter, mm

f 5 friction factor,[(DP/DX)(Dh/0.5rU ref
2 )

k 5 turbulent kinetic energy,[1/2(u21v21w2),
m2/s2

P 5 wall static pressure, kg/m3

Rc 5 mean radius of curved passage, mm
Reh 5 Reynolds number,[DhU ref /n
Res 5 subpassage Reynolds number,[DsU ref /n

Rh ,Zh 5 radial, spanwise coordinate, mm
Rh* 5 normalized radial coordinate~measurement planes

parallel to the longitudinal direction!,
Rh* 5Rh /(R02Ri)/25Rh /a/2

Rh** 5 normalized radial coordinate~measurement planes
parallel to the dump plane!,
Rh** 5Rh /(R02Ri)/2 cos(30 deg)

Ri ,R0 ,Rm 5 inner, outer, and mean radius of curved duct~Ri
523.5,R0570.5,Rm547!, mm

U, V, W 5 longitudinal, radial, and spanwise mean velocity,
m/s

Uc 5 core-flow mean velocity, m/s
U ref 5 longitudinal bulk mean velocity for curved com-

bustor inlet, 9.9 m/s
u, v, w 5 longitudinal, radial, and spanwise fluctuating ve-

locity, m/s
v22w2 5 difference between radial and spanwise normal

stress, m2/s2

Xh ,uh 5 longitudinal coordinate, mm, deg
Xh* 5 normalized longitudinal coordinate~measurement

planes perpendicular to the longitudinal direction!,
Xh* 5Xh /Dh

Xh** 5 normalized longitudinal coordinate~measurement
planes parallel to the dump plane!, Xh** 5Xh /Dh

Zh* 5 normalized spanwise coordinate,Zh* 5Zh /(b/2)
n 5 kinematic viscosity, m2/s
d 5 boundary layer thickness, mm
r 5 air density, kg/m3

V 5 streamwise vorticity, s21
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LDA Measurements of Feed
Annulus Effects on Combustor
Liner Port Flows1

A detailed LDA experimental study is reported on the effect of variations in feed annulus
conditions on port flow jet characteristics. The data are relevant to primary and dilution
jet flows as found in gas-turbine combustor liners. Alteration of jet velocity ratios and
associated bleed flows past the jet ports for a typical annulus height/port diameter con-
figuration was observed to produce significant variations in separation regions in the
annulus, distortions in downstream annulus profiles, and jet exit conditions. Profiles of jet
exit velocity, flow angle, and turbulent kinetic energy distribution have been provided
which should prove invaluable as boundary conditions for related CFD studies. For the
first time the influence of swirl in the approach annulus was examined, at a level consis-
tent with residual swirl passing down the annulus from compressor exit conditions. No-
ticeable deviations in jet characteristics were again observed, reducing jet entry angles
by some 20 deg over the rear half of the port.@DOI: 10.1115/1.1365932#

Introduction
Mass flow splits between the principle air admission ports to a

combustor~see Fig. 1! need to be finely balanced in order to
produce the internal mixing which is crucial to achieving a desir-
able combustor exit temperature pattern. Slight deviations from
design flow splits, or in the inflowing jet injection angles, can lead
to hot spots in the combustor exit plane with inevitable conse-
quences on turbine life. Moreover, smoke production and NOx
formation can rise rapidly to unacceptable levels if inadequate
mixing is achieved in the combustor primary zone. One aspect
which can affect jet properties and flow splits, beyond the obvious
first-order influences of port size and combustor liner pressure
drop, is the supply flow history, i.e., the details of the supply flow
along the inner and outer feed annuli. This aspect has only re-
ceived scant attention in published work to date. Typical feed
annuli arrangements of a modern aero gas turbine combustor can
be seen in Fig. 1.

Design of the combustor to give a particular flow split between
the several air admission ports is often performed using a 1D
analysis. Such analyses are often carried out using flow network
software~Stuttaford and Rubini@1#! which combine~i! geometri-
cal information on the available flow area along the several flow
paths from compressor exit to combustor exit with~ii ! empirical
airflow correlations obtained from experimental studies~for ex-
ample Adkins and Gueroui@2#! in terms of discharge coefficient/
pressure drop variations for the various entry ports. Such methods
provide only limited detail on jet characteristics~e.g., no informa-
tion on jet velocity profiles, entry angle profiles and turbulence
conditions is obtained!. It is also well known~Hay and Spencer
@3#! that small geometric variations of port shape can bring about
large changes in itsCd . In addition, under certain geometry con-
ditions, it has been observed that undesirable flow features can
occur ~e.g., vortices within the ports, Baker and McGuirk@4#,
Doerr et al.@5#!. Finally, all existing correlations take no account
of any swirl in the approach annulus flow. It is conceivable, how-
ever, that under some circumstances, small levels of residual swirl
at compressor exit could turn into perhaps 15 deg of swirl in the

inner annulus duct, due to spin-up of the flow angular momentum
due to the change of radius as the flow enters the inner annulus,
Carrotte and Bailey@6#.

For these reasons, the present study was designed to create an
experimental facility which would allow detailed measurements
of annulus approach flows to be made, and be flexible enough to
create a range of supply conditions simulating both combustor
primary zone and dilution zone ports. The data also capture the
consequences of these variations on jet entry conditions, since this
information may then be used to improve existing empirical cor-
relations and also validate CFD studies of these flows. Particular
care had to be taken to enable accurate measurement of these port
exit profiles, as described below. The rest of the paper is divided
into sections which provide a detailed description of the experi-
mental facility and instrumentation used and results obtained in
the present experimental study.

Experimental Facility
The experimental facility to be described was designed and

built especially for this study. It is an isothermal, vertically flow-
ing, constant head, water flow rig. Significant effort in the initial
design stage was concentrated on maximizing flow controllability,
optical access, and ease of maintenance. The following focuses

1‘‘© British Crown copyright 2000. Published with the permission of the Defense
Evaluation and Research Agency on behalf of the Controller of HMSO’’

Contributed by the Fluids Engineering Division for publication in the JOURNAL
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P. W. Bearman. Fig. 1 Typical combustor arrangement
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attention on the test section but a fuller description of the entire
experimental facility may be found in Spencer@7#.

The approach velocities in the annulus of a combustor are typi-
cally of order 30 m/s and up to 150 m/s through the principle air
admission ports. At typical compressor exit temperatures of
around 800°C this converts to flow Mach numbers of below 0.3
implying the effects of compressibility are minimal. Given this,
water has often been chosen as the working fluid for external
aerodynamic combustor studies to facilitate measurements. Coup-
land and Priddin@8# have also provided CFD predictions which
support the use of a water analogy facility as a useful tool in
understanding combustor flow. Examples of combustor studies
using water are Baker@9#, Koutmos and McGuirk@10#, and Stull
et al. @11#. Water was hence chosen as the working medium for
this study, allowing the effects of combustor aerodynamics to be
considered in isolation. Employing water as the working fluid has
additional advantages. First, domestic water has a naturally high
particulate concentration suitable for laser doppler anemometer
~LDA ! measurements, the primary measurement method for this
study. Thus the use of additional ‘‘seeding’’ material can be
avoided. This high seeding concentration results in favorable sig-
nal to noise ratios, increasing the validated data rate of the system,
see Turner@12#. Second, water allows gravity to be used as a
stable driving force. Fluctuations in pump delivery rates are elimi-
nated by the use of a constant head tank with an overflow branch,
with the result that the mass flow through the working section can
be kept constant over very long periods of time. Finally, with
practical considerations in mind, low speed flows in geometry of
manageable scale can be used to create Reynolds numbers high
enough to simulate those found within combustors.

The working section of the current rig is shown in cross section
in Fig. 2. It comprises of two circular pipes 600 mm long, the

inner one being held concentric with the outer at each end via a
set of NACA 0015 struts. The inner pipe contains six 20 mm
diameter, sharp edged ports approximately half way along its
length. A square acrylic jacket filled with water surrounds the
whole of the working section to reduce refraction effects at the
air-acrylic interface. This is standard practice, Bicen@13#, ensur-
ing that the optical axis is perpendicular to the outer wall of the
jacket. Unique to this rig is the ability to rotate the inner pipe.
This ability allows the exploration of more of the flow field than
possible on previous annulus/port flow rigs such as that used by
Baker@9#. The lower struts connect a ring gear situated in a sealed
flange to the bottom of the inner pipe. By turning a worm gear,
this allows the inner pipe of the test section, along with the upper
and lower support struts, to be rotated. This removes the need to
be able to rotate the laser about the axis of the two pipes to
measure velocities on different azimuthal planes. Instead, the in-
ner pipe is rotated, hence offering a different azimuthal plane to
the optical axis of the laser.

To ensure that the flow field rotated with the inner pipe a strin-
gent test was devised to highlight the strongest effect of inner pipe
rotation. First, a flow feature most sensitive to flow condition was
identified. This was found to be the onset of a recirculation bubble
on the outer annulus wall above each port which formed as the
bleed fraction was reduced from 70 percent to around 60 percent
~at bleeds of 70 percent or greater the axial velocity near the outer
annulus wall was always positive!. At the rig condition which just
created the recirculation bubbles the minimum axial velocity
(Umin) 3 mm from the outer annulus wall over each port was
located and recorded, this occurred at (x,r )5(15,67) mm andu
50,60, . . . ,300 deg. The variation inUmin from port to port was
found to be 0.07Ua with the inner pipe stationary. While this
variation in Umin may seem high it must be reminded that this
represents the worst case scenario that was found. Away from the
bleed conditions for separation onset and away from this region of
the flow field the port sector to sector variation was much better,
typically with ,0.02Ua variations in velocity magnitude. How-
ever, the variation ofUmin for any one port as the inner pipe was
rotated was found to be 0.04Ua , close to half of that of the port

Fig. 2 Cross section of the test section

Fig. 3 Coordinate system used for the test section „dimen-
sions in mm …
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sector to sector variation. For typical test conditions it is thought
that rotation of the inner pipe may result in typically up to 2
percent change in velocity magnitude. It was thus concluded that
the effect of inner pipe rotation was small when compared to
sector to sector variations and it is thus a valid procedure to mea-
sure the axial and circumferential velocity components on the di-
ameter aligned with the optical axis, then rotate the core pipe
through 90 deg to measure the radial velocity on the diameter
perpendicular to the optical axis.

One further feature of the rig geometry reported here was the
ability to introduce swirl in the annulus by replacing the upper
support struts with a set of swirl vanes. Fifteen NACA 65-8 10
~thickened! vanes were used to produce approximately 12 deg of
swirl.

The coordinate systems and nomenclature adopted in the ex-
perimental work are depicted in Fig. 3. Cylindrical polar coordi-
nates were used for referencing the control volume position,
(x,r ,u), and velocity vector, (U,V,W), as shown. Five mass
flows have been included to allow a complete description of the
flow scenarios studied below:c—core inlet, a—annulus inlet,
j—jet, o—core outlet andb—annulus bleed. Where these letters
are used as subscripts they imply area averaged values at each of
these stations.

Instrumentation
A one-dimensional LDA system was used as the main, nonin-

trusive interrogation method. The system could be used in either
differential forward scatter or back scatter mode. Forward scatter
mode was adequate for most measurements, offering high data
rates. However, in certain situations back scatter mode was more
convenient. The advantage of backscatter mode is that the receiv-
ing optics do not need altering once they have been setup since
they are common with the transmitting optics. Therefore, when
traversing the laser through regions of substantial refraction, con-
stant re-alignment of the receiving optics is not required. The
disadvantage of this method though is that additional seeding ma-
terial was required in the form of latex spheres or TiO2. Even with
the additional seeding, data rates were still found to be an order of
magnitude less than when operating in forward scatter~data rates
of 2 kHz compared with 20 kHz!. The only back scatter measure-
ments reported here are shown in Fig. 16.

An optical bench with rigid support for the laser and photo
multiplier was secured to the top of a milling table traverse
mechanism to give three axes of movement, (xL ,yL ,zL). To re-
move possible errors due to backlash in the gearing, two digital
position indicators were used. These were fixed to the milling
table to display the laser location with an accuracy of60.01 mm.
The traverse origin (xL ,yL ,zL)5(0,0,0) was chosen to be colo-
cated with the control volume set at the rig coordinate system
origin, (x,r ,u)5(0,0,0) see Fig. 3.

To help set the control volume to the origin of the rig coordi-
nates a light sensitive diode was used. The photo-multiplier was
replaced by the diode so that as the control volume passed through
a perspex/water interface the light flare produced would be indi-
cated by the meter. An accuracy of around 0.2 mm was then
achievable in locating the perspex tube walls, depending on the
local surface quality.

A Uniphase 10 mW He-Ne laser was used, along with a Dantec
55X optical unit. The photomultiplier had a pre-amplifier built in
which allowed it to be used in both forward and back-scatter
modes. The characteristics of the optical system are given in
Table 1.

The error introduced because of statistical uncertainty in calcu-
lating the mean velocity,U, from N randomly sampled data is
given by Yanta and Smith@14# as:

error5
1.96

AN

Au2

U

where u is the fluctuating component about the mean and the
factor 1.96 implies a 95 percent confidence level on the measured
mean. Enough samples were taken to keep the error below 4 per-
cent. However, with high levels of turbulence and possible flow
unsteadiness occurring, it was also often necessary to ensure the
data was collected over a time period significantly greater than
any period of unsteady oscillation, in order to capture all of the
frequencies associated with the flow. This was done by accepting
a predetermined number,N, of samples at a given rate, rather than
accepting the firstN samples measured. Typically 40 K samples
were taken at 2 kHz~some larger sets were necessary, i.e., near jet
impingement!. Applying the same statistical analysis to the nor-
mal stress measurements~for details see Castro@15#!, the error in
the measured variance relative to the true value, with 95 percent
confidence was 6 percent.

The other errors associated with making LDA measurements
had a negligible effect on the error compared to that produced by
the statistical uncertainty. For example, consider broadening of
the probability distribution function due to mean velocity gradi-
ents. By using the methodology of Durst et al.@16# broadening
was found to introduce a maximum of 0.1 percent error to the
mean velocity measurements for the expected flow field. This
small error is possible by ensuring the minor axis of the control
volume was perpendicular to any strong velocity gradients and is
consistent with the findings of Durst et al. where it was seen that
these errors were only significant in the near wall viscous sub
layer of a turbulent pipe flow. Corrections for broadening of the
probability distribution function were therefore not used for this
study.

Estimates of the data rate density according to Edwards@17# for
the current measurements give values of N2T510 which are in the
high data density band, and shown by Edwards to be effectively
free from velocity bias and filter bias for the current set-up using
a sample and hold processor~IFA550!. Directional ambiguity was
also avoided by using a frequency shift of 0.4 MHz typically.
Fringe bias was avoided by not taking measurements in regions
where the ray tracing algorithm~described in the next section!
predicted significant distortion or skewing of the control volume.

Data Reduction

Optical Corrections to LDA Measurements. When using
LDA to measure the flow inside an acrylic test rig the laser beams
are refracted as they pass through the fluid/acrylic interfaces. It is
necessary to make corrections to account for this. The physics of
refraction at interfaces where there is a change in refractive index
is well known and described by Snell’s law. Equations have been
derived~see, e.g., Bicen@13# and Boadway and Karahan@18#! to
allow position and velocity magnitude corrections to be made to
LDA measurements taken inside a single cylinder. A set of twelve
equations is presented in Bicen@13# which describe three correc-
tion factors for four recommended orientations of the laser. Two
of the corrections evaluate the positional shift of the control vol-
ume in the radial and circumferential directions, and the final one
is a velocity correction factor. The four orientations of the laser
suggested correspond to traversing the control volume along di-
ameters of the test section coincident or perpendicular to the op-

Table 1 Laser characteristics

Property Value

Power output 10 mW
Wavelength 632.8 nm
Diameter of beam at 1/e2 0.68 mm
Half angle of beam intersection~in air! 5.53°
Transmitting lens focal length 310 mm
Minor axis of control volume 0.30 mm
Major axis of control volume 3.12 mm
Fringe spacing 3.28mm
No. fringes 46
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tical axis with the laser beams either vertical or horizontal. In the
present study, when measuring inside the core region~through
two cylindrical walls! or in the far annulus when the laser needs to
pass fully through the core pipe~through three cylindrical walls!
these equations do not apply. Moreover, it is possible in certain
orientations that one beam passes through the wall of the inner
pipe but the other passes through a port. In order to correct for the
optical effects of all the possible scenarios of having two concen-
tric tubes, a simple ray tracing program was written. The program
uses three-dimensional vector analysis to trace both beams
through the specified geometry. To verify the program, a compari-
son with Bicen’s formulas was performed and showed perfect
agreement.

An advantage of using a general computational method is that it
can calculate the correction factors required when the control vol-
ume is not on the optical axis or on the diameter perpendicular to
it, impossible to do with the trigonometric equations described in
Bicen @13#. A further benefit of this approach is that it allows the
traverse system coordinates (xL ,yL ,zL) to be found which will
locate the laser measuring volume at any arbitrary rig coordinates
(x,r ,u). This is done by applying the algorithm in an iterative
process, by specifying the required laser beam intersection point
then repeatedly optimizing the laser coordinates until the measur-
ing volume is calculated to be at the required rig location.

Two example calculations using the ray tracing algorithm are
shown in Fig. 4. First, the curved line ‘‘A’’ is the locus of beam
intersections when the laser is orientated to measure the radial
velocity component,V, on a diameter perpendicular to the optical
axis. The beams A1 and A2 are one example point on this locus
when the laser is moved toyL5220 mm, keepingxL and zL
fixed. High levels of refraction are seen as the beams approach
concave walls of the pipes and it is unlikely that sensible mea-
surements could be made in such regions, due to fringe bias. Sec-
ond, the beams B1 and B2 are those required to measure the
velocity component at 45 deg to the radial direction at the exit
plane of a port. The laser movement (xL ,yL) is thus found to
locate the measuring volume at a certain (r ,u) location in the rig.

Port Exit Velocity Profile. Due to the large refractions as
described above the port exit radial velocity could not be mea-
sured directly. However, by measuring the mean and r.m.s. veloci-
ties at 6f deg to the radial component,V1f , v1f , V2f and
v2f , and the circumferential velocities,W and w at the same
point, the radial velocity,V, the radial normal stress,vv, and the
radial-circumferential shear stress, vw, can be evaluated from the
relationships given in Fig. 5 where the overbars denote time av-
eraged values. For a derivation of these relationships see Durst
et al. @19#. In order to measureVf and V2f the axis of the

port under investigation was rotated until it was at angles of either
45 or 245 deg~the value chosen forf! to the optical axis.W, as
usual, was measured with the port axis in line with the optical
axis, i.e.,u50. The (xL ,yL) positions of the laser to make each of
these three measurements was calculated by the method described
in the previous section. At each of these positions the laser was
traversed across the vertical diameter of the port (210,zL
,10 mm) to enable the construction of the exit velocity profile to
be carried out.

Construction of Velocity Vectors and Turbulence Field.
Since only a 1D LDA system was available, each of the three
velocity components was measured on separate traverses through
the test section. Because the correction factors for optical shifting
of the measuring volume were different in each case, the three
velocity components were generally measured at slightly different
locations along each traverse. Indeed, the test section had to be
rotated through 90 deg such that the radial velocity could be mea-
sured on the diameter perpendicular to the optical axis. A method
was therefore required to allow each velocity component to be
transposed onto a common, regular data presentation grid. A true
3D velocity vector could then be constructed and defined at each
point in this data presentation grid.

The method adopted was to fit a cubic spline~Press et al.@20#!
to the data set of each 1D traverse. Boundary conditions had to be
given for the ends of each curve in order to calculate the cubic
spline. A zero gradient constraint was used when the end point
was taken at a plane of assumed symmetry, at the center line for
example. Otherwise a zero value was added to the end of the
profile to represent a wall velocity. This is in effect an extrapola-
tion of the data, since no measurements were made closer than 3
mm to a concave wall or 1.5 mm from a convex wall. These
boundary condition values have been included to complete the
field plots.

Measurement grids were such that typically all three velocity
components could be measured during one session without alter-
ing the rig operating condition, as is the case with the measure-
ments reported here. However, repeatability tests showed that
variations in velocity measurements were less than 3 percent of
the local value.

By stacking up a series of consecutive parallel traverses of all
of the measured velocity components a full 3D vector field could
be constructed on a 2D rectangular data presentation mesh. Fur-
thermore, the turbulent kinetic energy,k, could then be calculated;
k51/2(u21v21w2), ~u, v, andw being the r.m.s. value of the
fluctuating part ofU, V, andW!, for each point in the grid.

Evaluation of Inlet Mass Flow Rates. Inlet velocity distri-
butions were assumed to be axisymmetric and integration of the
measured inlet velocity profile allowed the mass flow to be ob-
tained from,

ṁ5E
Area

rU.dA52prE
0

D/2

Ur .dr

Fig. 4 Calculation of measurement volume location

Fig. 5 Evaluation of radial velocity component
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This process was repeated for two radial traverses displaced
circumferentially by 180 deg and averaged~see Fig. 6!. The as-
sumption of axisymmetry was perfectly acceptable for the core
flow, however, for the annulus flow, due to the presence of the 6
strut wakes a small correction~2 percent! was necessary.

Evaluation of Exit Mass Flow Rates. Mass flow rates exit-
ing the core and annulus were measured using standard BS1042
orifice plates. The pressure drop across each plate was monitored
via inverted water manometers. Agreement of better than 3 per-
cent was obtained for the difference in measured inlet and outlet
mass flows for all tests.

Test Section Inlet Conditions. Figure 6 shows a graph of the
mean axial velocity and r.m.s. component at inlet~taken atx
52150 mm!. Acceptable turbulence intensities of 4 and 5 percent
are seen at the center of the core and annulus passages, with the
expected distributions, increasing toward the walls of the pipes.
Measurements close to the walls were not possible with the cur-
rent setup since the control volume was 3.12 mm along its major
axis, and the minor axis could not be brought close to the concave
walls because in this orientation high levels of refraction occur
~see Fig. 4!. Very similar profiles were measured across the diam-
eter perpendicular to the optical axis and with the inner pipe ro-
tated to various positions indicating a good level of symmetry.
Care had to be taken, however, when measuring in the annulus
due to the presence of the six strut wakes causing a maximum
velocity deficit of 6 percent. For this reason, the wakes were al-
ways arranged to be mid-way between port centres. Whilst the
core flow is not expected to be fully developed with only 18 pipe
diameters from pipe entry to working section, the annulus profile
would be expected to be developed, having a length equivalent to
53 annulus heights to ensure so. The level of secondary velocity
components~swirl and radial velocity! at inlet were less than 1
percent of the mean axial velocity, small enough to be comparable
to the error involved in measuring the axial velocity with the LDA
system.

Results
Two principle flow scenarios will be reported in detail. These

were chosen to be representative of the flow conditions for pri-
mary ports and dilution~or secondary! ports. The bulk flow con-
ditions chosen to correspond to these typical situations are given
in Table 2.~N. B. subscripts as given in Fig. 3 and indicate bulk
average quantities at each station!.

With the exception ofWa /Ua ~which is calculated from only
LDA measurements! these quantities can only be determined us-
ing both orifice plate and LDA measurements. For exampleVj is
calculated from the difference between the core inlet mass flow

rate ~LDA ! and the core exit mass flow rate~orifice! divided by
rAj . The principle changes affecting the annulus flow between
these two port flow scenarios are the different velocity ratios,R,
and the change in bleed ratio,B. Since primary jets are required to
penetrate much stronger than dilution jets, the corresponding ra-
dial to axial velocity ratio is twice as high. The decrease in bleed
fraction from primary to dilution ports occurs because the bleed
flow past primary ports is required to feed the downstream dilu-
tion ports and any bleed past them. To investigate the effect of
swirl in the annulus the dilution configuration was also studied
with a swirl velocity component introduced~equivalent to 12 deg!
into the annulus flow. For all tests the jet Reynolds number was
kept above 2.43104 to eliminate any Reynolds number depen-
dence, see Margason@21#.

Dilution Port Flow Configuration. Results in this section
will focus on the u50 deg plane, i.e., anx-r plane passing
through the centerline of a port. The velocity field in the annulus
representative of a dilution port scenario is shown in Fig. 7. Shad-
ing in this figure indicates that the axial velocity component~x-
direction! is negative.

At inlet (x52100 mm) a fully developed turbulent profile is
seen. This profile becomes noticably biased toward the inner wall
as the front edge of the port is approached. Sitting principally
behind the port centerline (x50) is a large region of reverse flow
~shaded!, with the separation point of the flow from the outer wall
clearly upstream of the port centerline. This region of reverse
flow, which must be fed from out of plane, appears to have two
significant effects. First, the port is fed near to perpendicular at its
center line and the axial velocity components at the front and rear
of the port are comparable in magnitude but have opposite direc-
tion. The net effect of this is that the bulk average flow direction
in this plane will be close to radial, with only a slightly positive
axial component. This will impact, of course, on the jet entry
angle variation across the port~see below!. The second effect is
that the velocity profile downstream of the port is heavily biased
toward the inner wall on this particular plane (u50 deg). Flow
conditions approaching any subsequent row of air admission ports
would therefore be far from uniform. However, the next figure
shows that the levels of turbulence in this region allow the skew-
ness of the velocity distribution to be quickly mixed out. It is
worth noting that this skewness will vary circumferentially and
problems could arise due to uneven feed of near-by film cooling
rings.

Figure 8 shows the corresponding normal stresses and turbulent
kinetic energy distribution for the dilution flow scenario. The bulk
average velocity at inlet to the annulus has been used to non-
dimensionalize the values and the contour level increments are the

Fig. 6 Inlet axial velocity profiles

Fig. 7 Velocity vectors-dilution port flow

Table 2 Flow conditions

Annulus flow: No swirl Swirl
Flow parameter Primary Dilution Dilution

R(Vj /Uc) 5.0 2.0 2.0
B(ṁb /ṁa) 50% 20% 20%
Rej .24000 .24000 .24000
Wa /Ua ~Swirl! 0.0 0.0 0.215
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same for each of the four plots~0.05!. Axial and circumferential
normal stresses are similar in magnitude and distribution, with the
highest levels coincident with the area of reverse flow. However,
the radial normal stresses indicate significant anisotropy with lev-
els of around one quarter of the other two components. Close to
the separation point from the outer wall high levels ofuu are seen,
suggesting some unsteadiness associated with the separation. This
phenomenon could conceivably create oscillations in the resulting
jet trajectory, though a spatial cross-correlation would be required
to confirm this. Highest levels of normal stresses occur over the
rear half, and just behind, the port. This could be attributed to the
flow history, though it will be seen later that an unsteady radial
vortex is likely to be a significant contribution, particularly to the
axial and circumferential components.

In Fig. 8~d! the normal stresses are combined to produce the
turbulent kinetic energy field. It is clear from this figure that a
uniform turbulence distribution would not be expected for the
resulting jet, with higher levels clearly biased toward the down-
stream edge of the port. In addition, the level of turbulence inten-
sity is higher than perhaps expected corresponding to an intensity
level of 40–50 percent. There was evidence from flow visualisa-
tion that some contribution to these high ‘‘turbulence’’ levels, as
obtained here from long time-averaged measurements, arise from
through port vortex flow oscillations associated with the outer
wall separation in the annulus mentioned above. However, no
attempt was made to estimate the quantitative contribution as the
measurements made here are intended to help validate time-
averaged RANS CFD predictions. Correlations used for producing
boundary conditions for predictions of internal combustor flow
fields do not provide any information on the jet turbulence levels,
let alone distribution. To introduce realistic boundary conditions
to CFD predictions of combustor flows, the present experimental
data provides very useful information.

Primary Port Flow Configuration. Increasing the bleed ra-
tio to 50 percent~and the jet to core flow velocity ratio to 5!
produces the primary port-like flow configuration. The change in
velocity field ~measured at a lower spatial resolution! can be seen
by comparing Fig. 9 with Fig. 7.

Several distinct differences can be seen. The flow entering the
port has much more axial momentum, the region of reverse flow is
greatly reduced and the skewness created in the velocity distribu-
tion downstream of the port is still evident atx570 mm. Note of
these differences should be made as each will be examined in
more detail below.

As bleed flow is increased the annulus flow will return quicker
to an undisturbed developed annulus velocity profile. It would
follow from this simple idea that levels of turbulence would de-
crease with increasing bleed. This is evident in Fig. 10, where the
maximum value ofk for the primary-like-port is around one third
of that for the dilution configuration. Despite this difference in
absolute levels ofk the distribution is quite similar~as is the
nature of the anisotropy which is not shown for brevity!. The
highest level of turbulent kinetic energy is found where the radi-
ally inflowing fluid impinges on the inner annulus wall just down-
stream of the port, producing what may be described as a wall jet
when examining the velocity field in the givenu50 deg plane.
The distribution ofk around the maxima appears to be dominated
by the shear layer driving the separation bubble on the outer an-
nulus wall. The impingement process and reduced turbulence lev-
els are perhaps responsible for the much more radial inward bias
of the velocity profile at the most downstream station (x
570 mm) when compared to the dilution configuration. The ef-
fects of this skewed velocity profile on the quality of feed air to
the downstream air-admission ports is largely unknown.

Circumferential variations in the axial velocity distribution are
shown in Fig. 11 on anx510 mm plane, i.e., a plane tangent to
the most downstream edge of the port. Unshaded regions indicate
reverse flow and a constant contour increment ofU/Ua50.2 is
used.

In Fig. 11~a! the fact that much of the port feed comes from the
downstream annulus is reemphasised~Fig. 7!, with the reverse
flow region being of very similar width to the diameter of the
~just! upstream port. The increase in this width when very close to
the outer wall suggests that the annulus flow is close to separation
around the whole of the annulus. For the primary port Figure
11~b! it is clear the outer separation is indeed a localized bubble,
circumferentially aligned with the port, though just downstream as

Fig. 8 Annulus turbulence field-dilution port flow

Fig. 9 Velocity vectors-primary port flow

Fig. 10 Turbulent kinetic energy-primary port flow
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shown in Fig. 9. The negative velocity next to the inner wall is the
flow from impingement entering the very rear edge of the port. It
is clear from Fig. 11~a! and~b! that any subsequent, downstream,
ports will be fed by annulus flow which has a very distorted pro-
file, both radially and circumferentially.

A further insight into the three-dimensional nature of the annu-
lus flow is shown in Fig. 12. Here the secondary velocity compo-
nents~U andW! are shown on a plane of constant radius, 3 mm
above the inner annulus wall. A clear idea of the fraction of port
fed by the highly turbulent downstream annulus flow is obtained.
This time-averaged velocity field does mask an unsteadiness in
this flow. The near-symmetrical recirculations of the fluid into the
rear of the port have a tendency to behave in a similar fashion to
a vortex street behind a cylinder. One will tend to dominate pro-
ducing a bath-plug-like through-port vortex. With no distinct fre-

quency this will be shed and convected downstream while the
opposite side will grow and become dominant. This unsteady as-
pect is currently being investigated further.

Annulus Swirl. The next three figures indicate the effect of
introducing swirl to the annulus for the dilution port. With careful
thought, the velocity fields given on theu50 deg,x510 mm and
r 553 mm planes allow a reasonably complete picture of the flow
topology to be imagined. Several interesting features are noted.

Figure 13 shows the velocity field on theu50 deg plane with
the through plane velocity,W, indicated using contours where
unshaded regions indicate a negative component. Moderate inlet
swirl of 12 deg to axial (W/Ua50.215) appears to be amplified
by the presence of the port. Downstream of the port—where bulk
average velocities are reduced by 80 percent—the swirl compo-
nent is seen to increase by a factor of 2 or 3, indicating high flow
angles relative to the axial direction in this plane. Furthermore, the
considerably high negativeW indicates the presence of a strong
through port vortex which can be seen to originate on the outer
annulus wall~by following theW50 contour atx58 mm!.

The swirl produces a skewing of the axial velocity profile
downstream of the port, as shown in Fig. 14, with the skew in the
circumferential direction increasing with radius. The size of the
recirculation region is slightly reduced, but the strength is in-
creased close to the inner and outer annulus walls. The marginal
separation close to much of the outer wall in Fig. 11~a! is not seen
here, possibly due to the help of a radial acceleration of the fluid
produced by the high swirl components present.

Fig. 11 Axial velocity distribution xÄ10 mm

Fig. 12 Particle paths of flow entering hole-dilution port
conditions

Fig. 13 Velocity field in annulus-dilution port conditions with
swirl

Fig. 14 Axial velocity distribution xÄ10 mm „looking down-
stream …
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The strong through port vortex is evident in Fig. 15. It appears
a quite dramatic effect in secondary velocity components has been
brought about downstream of the port by the moderate 12 deg of
swirl introduced upstream. This time-averaged flow field is per-
haps not too dissimilar to an equivalent instantaneous flow field in
the otherwise identical case but with no annulus swirl~Fig. 12!.
However, the comparable instant being an extreme when one of
the recirculations passing in to the rear of the port is most domi-
nant and vortex-like. Flow visualization evidence shows that the
presence of swirl has a stabilizing effect on this flow structure and
the swirl induced vortex is a much more stable flow structure than
that for the same dilution port with no annulus swirl. PIV tech-
niques will be an invaluable tool for investigation of these un-
stable vortex structures.

Jet Characteristics. The above discussion would not be com-
plete without comment on the resultant effects on the jet charac-
teristics. Figure 16 shows both the velocity magnitude and flow
angles issuing from the port exit plane for the three flow scenarios
considered. The given profiles have been measured on the port
diameter coincident with theu50 deg plane. ConsideringVj is
double Ua for the primary port configuration~Dilution: Vj
53.2Ua! and applying an error band of60.04Ua it is possible to
determine that the maximum error in the values ofa andb pre-
sented is61.5 deg.

The dilution port configuration with and without swirl have a
noticable peak of velocity magnitude toward the rear of the port,
coincident with the region fed by the downstream annulus which
may contain strong vorticity. Separation of the flow from the up-
stream edge of the port results in a low velocity close to the
upstream edge (x/r ,0.8) for all cases. Due to recirculation in the
flow at this point a discontinuity is also seen in the flow angle
profiles. Between these two areas a plateau region of constant
velocity is present across the core of each of the jets.

Despite the constant velocity magnitude in the core of the jet,
considerable variation in jet trajectory is noted in the distribution
of a-generally becoming more vertical toward the rear of the port.
For the dilution port configuration the rear of the jet actually has
negative axial momentum due to the strong reverse flow in the
downstream feed annulus. This effect is not seen for the case with
annulus swirl because the fraction of the port fed by flow with the
strongest negative axial velocities is skewed out of the measure-
ment plane by the swirl~see Fig. 15!.

The variation ofb is only shown for the flow scenario with
swirl ~b590 deg for the other two cases!. For the core of the jet a
deviation of a fraction of a degree is observed. However, toward
the rear of the port the effect of the through port vortex~shown

close to port entry in Fig. 15! is clearly apparent as a change inb
from greater than 90° to less than 90°~due to a change in sign of
W!.

1D representation~a single value ofU, V, and W over the
whole port! of these characteristics is evidently going to provide a
poor estimate of the actual jet. The use of 1D correlations as jet
boundary conditions to internal only combustor calculations is
widespread and has been found to have significant effect on sub-
sequent calculations of the internal flow. This effect is described
in significant detail in McGuirk and Spencer@22#. In this related
work, the measurements presented here are compared to the exit
plane velocity contours as predicted by high resolution RANS
CFD calculations of the port flow which help to further emphasise
the non-uniformity of the jet across the port exit plane.

Conclusions

• Experimental facility designed and successfully used to ex-
plore detailed flow structures in annulus supply ducts feeding
combustor liner ports.

• LDA data gathered for mean velocity and turbulence field for
both primary zone port conditions~high jet to core flow velocity
ratio, R, and high bleed flow past hole,B! and for dilution zone
conditions~reducedR andB!.

• Significant flow structure observed in feed annulus in imme-
diate vicinity of ports. Large levels of turbulence and anisotropy
were documented.

Fig. 15 Particle paths of flow entering hole-dilution port con-
ditions with swirl

Fig. 16 Profile characteristics of jet flow through ports for pri-
mary and dilution cases
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• Differences between primary and dilution configurations
were partly attributed to different separation patterns in the annu-
lus flow, leading to larger axial velocity components in the pri-
mary port and larger and longer lasting disturbances of annulus
flow passed downstream to bleed flow.

• Profiles of radial velocity component and jet angle which
result for both annulus conditions were documented. These pro-
vide important information to add to 1D empirical correlations
and aid specification of CFD boundary conditions.

• Swirl in the annulus was found to produce noticable distur-
bances in jet exit characteristics and alter vortex position observed
in port.
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Nomenclature

A 5 area
B 5 bleed ratio

Cd 5 discharge coefficient
D, d 5 diameter of core/port

h 5 annulus height
J 5 momentum flux ratio
k 5 turbulent kinetic energy

ṁ 5 mass flow rate
U, V, W 5 mean velocity components

x, y, z 5 rectangular cartesian coordinates
x, r, u 5 cylindrical polar coordinates

a 5 jet injection angle
b 5 jet skew angle

Subscripts

a 5 annulus inlet
b 5 annulus bleed
c 5 core inlet
h 5 hole, port
j 5 jet

L 5 laser coordinates
o 5 core outlet
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LDV Measurements of the Flow
Field in the Nozzle Region of a
Confined Double Annular Burner
A database for the complex turbulent flow of a confined double annular burner in cold
conditions is presented here. In the region close to the exit of the annular nozzles LDV
measurements at 5515 grid points in the meridional plane were conducted. At each
measurement position, validated data for 3000–16,000 particles were recorded, and the
mean axial and radial velocities, axial and radial turbulence intensity and Reynolds
stresses were computed. The resulting mean flow field is axisymmetric within an uncer-
tainty of 2 percent. The contour plots of turbulent quantities on the fine grid, as well
as the streamlines based on the mean flow field, are presented for the flow.
@DOI: 10.1115/1.1366681#

1 Introduction
Industrial devices in fluid engineering often involve complex

turbulent flows. Turbine engines, industrial furnaces, combustors,
and burners are a few examples of such devices. A better under-
standing of the flows associated to these devices is essential in the
context of energy savings, and for environmental concerns, linked
to pollution and global warming. Unfortunately, these flows are
still inadequately modeled and therefore need further experimen-
tal studies to fully understand them~see Wilcox@1# and Piquet@2#
for recent reviews on turbulence modeling!. One area where spe-
cial effort is needed is turbulence modeling and its coupling with
chemistry, involving scalar mixing.

For the design of new turbulence models and for the validation
and parameter tuning of available ones, either Direct Numerical
Simulation~DNS! or experimental data are needed. Even with the
tremendous improvements in computer technology, DNS is pos-
sible only at low Reynolds numbers; therefore, experimental data
are still the only practical solution for the data needed for complex
turbulent flows. The generation of experimental databases is thus
essential, but complete databases are still rare for complex flow
configurations. In this project, contribution is made to this task by
generating a database for a burner representative of industrial situ-
ations. The data will be freely available through Internet~http://
stro9.vub.ac.be/expdata!; the content and format of the files are
described below.

Industrial burners are designed to generate stationary combus-
tion in a confined chamber, with desired values of velocity, tem-
perature and species concentrations at the exit of the combustion
chamber@3#. Burners are often installed to destroy pollutant gases
resulting from industrial activities, before releasing them to the
atmosphere. Since international norms in the matter of pollution
are getting more and more restrictive, modification of burner and
correct prediction of flow in order to minimize emission has be-
come essential. To achieve this goal, it is necessary to understand
the behavior of the flow field and the combustion process associ-
ated with burners. Since the turbulent diffusion of species is faster
than the combustion process, the first step is to study the behavior
of the various jets and their interaction with the surrounding flows
in cold conditions. However, one cannot ignore the possibility that
chemical reactions occurring in a reacting burner modify the flow,
so that a cold flow could be unrepresentative of a reacting flow
through the same geometry, as is argued in@4# for a swirling flow.

Nevertheless, it is clear that research on steady turbulent flow in
axisymmetric geometries under nonreacting conditions is of pri-
mary importance for combustion modeling, since it is a necessary
first step before introducing combustion in the computational
models.

The burner to be investigated in this project consists of 2 co-
axial annular orifices, leading the confined co-annular jets to dis-
charge into a sudden expansion, the combustion chamber~see Fig.
1!. In hot flow conditions there is a central pipe which supplies the
fuel, while the annular jets supply the air. Since in hot conditions
the velocity of the central jet providing the fuel is very low com-
pared to the air velocity, the central jet has been ignored for the
present study. This geometry provides a recirculation zone, to-
gether with several vortices, which help to stabilize the flame.

The final measurements of the flow field in the nozzle region of
a model burner are described here. This region is also named the
initial region and the near wake region by various investigators.
The model burner is built twice the scale~to increase precision! of
a prototype 100 kW burner. From the exit plane of the burner to a
distance of 1.5 diameter 5515 measurements were made on 36
sections using a two-dimensional laser Doppler Anemometry~2D
LDA ! system. At each section measurements were taken either at
101 or at 201 measurement positions. This gives a precise and
complete description of the flow in the region of interest. The
experimental arrangement and the measurement procedure are de-
scribed in the following sections, and finally the results are pre-
sented. The results include the estimation of mean values of first
and second moments and the errors in axisymmetry.

2 Experimental Arrangement

2.1 The Burner. The cross section, in the meridional plane,
of the burner and the experimental setup is shown in Fig. 1. Figure
2~a! shows a photograph of the entrance of the burner and Fig.
2~b! shows a photograph of the exit. The entry to the burner is
shaped to avoid any separation bubbles that appear in ordinary
entrance regions. The dimensions of the different parts of the test
facility are given in Figs. 1, 3, and 4. The burner model is built
around the central steel cylinder 85 mm in diameter. Two ducts,
whose dimensions are given in Fig. 4, produce the primary and
secondary flows. At the exit of the nozzle, 2 annular pieces acting
as contracting nozzles~pieces I and J in Fig. 4! are fixed on plastic
tubes. At the nozzle end the concentricity of the 3 units is main-
tained by 2 sets of 3 airfoils each. These airfoils are placed inside
the streams and occupy the axial length between 60 mm and 80
mm upstream of the burner face, with the maximum thickness of
the airfoil sections being 1 mm. They locally perturb the flow, but
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maintaining accurate axisymmetry is considered most important
in this case. The concentricity at the entrance of the burner is
maintained with a crosspiece that is fixed with screws on the
aluminum intake rings and the central tube. The portions of this
crosspiece, which is exposed to the flow, are also given the airfoil
shape with 3-mm maximum thickness and 20 mm chord.

The model burner gives a secondary to primary velocity ratio of
close to unity~experimentally 0.97!. To change the velocity ratio

it is necessary to introduce low solidity screens in the flow pas-
sages where reduction velocity is needed. The present experiment
corresponds to a configuration with a velocity ratio of 1.

2.2 Inlet Conditions and Combustion Chamber. A com-
pressor provides the air which flows through a settling chamber,
diffuser and plenum chamber, then through the burner to the com-
bustion chamber~see Fig. 1!. A brief description of the complete
set up is given below.

An incremental shaft encoder precisely measures the rotation
speed of the compressor. A speed controller allows to choose a
speed between 0–150 percent of the nominal speed of 3000 rpm.
The air then passes through an inlet pipe, which brings the air into
the entrance of the settling chamber. The air flows axially through
two wire mesh screens, to a conical diffuser, and then a plenum
chamber. The burner is inserted into the plenum chamber, and is
maintained by 2 supports to ensure a precise alignment of the axis
of the burner and the plenum chamber. The settling chamber and
plenum chamber are not described in detail since the contraction
ratio from the plenum to the burner inlet is larger than 20. In
addition, the ratio of the length to the diameter of the channels
inside the burner is sufficiently large for the fully developed flow
to be well established, and influences from the inlet disturbances
are negligible.

A mild steel tube frame supports the burner and the cold cham-
ber. The assembly is clamped to a table after setting the axis of the
chamber and burner assembly horizontal. The cold chamber is
constructed from a PVC tube. At the entrance of the chamber, a
portion 285 mm along the axis and 350 mm along the circumfer-
ence has been removed from the tube to have optical access to the
flow. A window made of transparencies is glued to the tube to
cover the opening, giving a relatively stiff clear wall 0.9 mm
thick. At the exit of the cold chamber, four circular holes are made
on the wall to evacuate the flow. The air with smoke is evacuated
with a ventilator. With this arrangement, the flow in the cold
chamber is completely isolated from the laboratory, and cannot be
perturbed by it.

2.3 Technical Specifications of the LDA System. The la-
ser rays for the 2D LDA system is provided by an Argon Ion
Laser with rated output of 4 watts. Of this, 1.7 watt is emitted in
the green color at the wavelength 514.5 nm and 1.3 watt is emitted
in the blue color at the wavelength 488.0 nm. The beams are split
and given 40 MHz frequency shift with a bragg cell for detection
of flow direction. The LDA system used for the purpose is based
on fiber optics with backscatter method, and has processors based
on spectrum analysis of the back scattered signals. This gives the
processor the ability to process signals with very low signal to
noise ratio. The measurements are conducted using data acquisi-
tion software.

The intersection of the two blue and the two green beams gen-
erates an ellipsoidal probe volume approximately 0.12 mm diam-
eter and 0.9 mm long. The measurement point can be chosen and
the probe volume moved using a 3D traverse system. The green
and blue beams belong to 2 planes whose intersection, called the

Fig. 1 An overall display of the facility. Inlet arrangement, a cut on the burner, and
the combustion chamber are shown. The nozzle region corresponding to the mea-
surements is indicated. The burner is made of 5 PVC tubes: two tubes are used for
the exterior boundary, two for the boundary between the two ducts, and one for the
central boundary. The tubes stay together using threaded rods. Two supports „de-
noted 1 and 2 … support the burner. Dimensions in mm.

Fig. 2 „a… Picture of the entrance of the burner, showing the
aluminum rings; „b… picture of the exit of the burner, showing
the nozzles producing the primary and secondary flows

Fig. 3 The entrance of the burner: there are 3 elements in this
region to facilitate smooth entry, denoted F, G, and H. The en-
trance of the central tube is covered with a bullet of ellipsoid
shape „F…. The two streams are separated by an annular bound-
ary, whose entrance is covered with an aluminum ring „G…, of
elliptic cross section, with axial length of 20 mm. The exterior
boundary has an entrance covered with an aluminum ring „H….

Fig. 4 The exit of the burner, indicating the dimensions of dif-
ferent diameters and showing contracting nozzle pieces I and
J. Piece J and I produce area contraction ratio of 2.2:1 and
2.4:1, respectively.
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LDA probe axis, was always kept horizontal. In general the probe
axis is normal to the cold chamber axis. The measurements close
to the nozzle of the burner~between 0 and 25 mm! needed a slight
rotation of anglea56 deg of the probe axis from the normal to
the chamber axis. For each particle, velocity, transit time across
the probe volume, and arrival time, are recorded.

3 Results

3.1 Errors of the Measurements

Data Processing. The data acquisition software includes
some automatic filters in order to retain the record of only those
considered valid among the detected particles. Raw valid data are
recorded for each position: velocity, transit time and arrival time.
After the acquisition, data can be processed. The first transforma-
tion is to take into account the orientation of the laser probe rela-
tive to the burner. The measured velocity components are pro-
cessed to give axial and radial components (u,v) of the velocity
in the laboratory coordinate system.

For each position, all the valid data have been stored. Several
statistical quantities have also been estimated for each position:
U5ū, V5 v̄, tuu5(U2u)2, tvv5(V2v)2 and tuv5uv2UV.
The cross-momenttuv is estimated taking into account only the
pair of data belonging to a coincidence window of duration 50 ms.
This condition reduces the number of valid points taken into ac-
count to estimate this statistical quantity.

Estimation of the Error. The sources leading to the error in
the mean quantities and non-axisymmetry are discussed and an
estimation of these errors is given in this section. These errors can
come from several independent origins:

~a! Errors in the mean velocity of the inlet flow: This corre-
sponds to errors of the rotation speed of the compressor. This can
be controlled using the incremental shaft encoder recording the
rotation speed of the compressor with a precision of 0.1 rpm. For
these measurements rotation speed of 2000 rpm is used. Due to
fluctuations in the electrical power supply, or to mechanical de-
faults, the compressor rotation speed presents some unavoidable
fluctuations. Using a very sensitive potentiometer, this rotation
speed was maintained inside the interval~1990, 2010!, which cor-
responds to an error of .5 percent.

~b! Errors in the estimation of the instantaneous velocities by
the LDA system: This velocity is proportional to the Doppler
frequency shift, which is estimated through a Fourier transform.
Since this law is linear and the proportionality factor is fixed, the
LDA apparatus does not need any calibration. The burst spectrum
analyzer used to process the Doppler signal received from the
probe volume has high resolution. This provides at the output a
very low error, depending on the record length. In the present
experiment, the record length for the first beam~axial velocity! is
16 and 64 for the second~radial velocity!, giving ~according to the
manufacturer’s specifications! errors of 0.025 percent and 0.006
percent for axial and radial velocity respectively. This is an infini-
tesimal source of error compared to the other sources.

~c! Statistical error in the mean values: Since the in-flow con-
ditions are stationary with good precision, it can be stated that
when takingN measurements, the mean of theseN values con-
verges toward the true average, when the measurements are taken
during a time larger than the correlation time. With a Reynolds
number of about 3.104, the flow is fully turbulent, and presents an
energy cascade which introduces correlations~see e.g., Frisch@5#
for a recent overview!. These correlations are characterized by the
largest eddy in the system, given by the dimension of the outer jet,
of diameter 0.16 m. With a mean velocity in this region of about
4 m/s, the largest time scale of correlation at a given position is of
the order of 40 ms. Depending on the zone of the flow considered,
the detection of several thousands particles took between 10 s and

2 minutes, which is much larger than the correlation time. This
confirms that the mean ofN values should converge toward the
true mean value.

The convergence of the statistics depends on the number of
events that are chosen. A direct test can be applied. Letm5X̄ be
the mean value~time average! of a random variableX, andM the
mean average ofN successive realizationsXi of this random
variable:

M5
1

N(
i51

N

Xi (1)

Denoting ^•& ensemble average, the normalized dispersion^uM
2mu&/m gives the percentage of statistical error in the estimate of
mean quantities, which can be written as:

Stat. Error5
^uM2mu&

m
5

A

Na (2)

whereA is a constant anda.0. When successive measurements
are independent random variables, the classical result for the sec-
ond moment givesa51/2 due to the central-limit theorem@6#.
Figure 5 shows an example, where the procedure has been tested
for several values ofN and for 3 time series records: axial veloc-
ity, radial velocity and stress. The graph shows a slower decrease
than this21/2 law, which could be explained by some depen-
dency in close successive values. When generalized for other lo-
cations, Fig. 5 also indicates that to reach an error of less than 2
percent, N53000 is sufficient for axial velocity and stress,
whereasN5800 is sufficient for radial velocity. For better accu-
racy in the measured quantities, at each grid point several thou-
sands data~between 3000 and 16,000 depending on the location!
have been recorded. This will provide statistical errors that are
below, or of the same order of magnitude as the geometry errors.

~d! Geometrical errors in building the burner leading to a non-
axisymmetry: When all other sources of errors are minimized, a
superposition of different traverse provides a direct estimate of the
geometry error. With careful construction this error is kept to a
minimum, since, in order to provide comparisons between mea-
surements and CFD codes, very good axisymmetry of the mea-
surements is needed. This error has been checked for three differ-
ent traverse positions close to the nozzle exit. Figure 6 shows a
superposition of six axial and radial velocity profiles at the exit of
the nozzle, taken at different angles of the burner. The maximum
axial velocity recorded at the nozzle exit isUm56.3 m/s, which is
used to normalize all mean velocities. The second moments are
normalized byUm

2 . The radius of the outer jet, which is 78 mm, is
used to normalize the lengths. The excellent superposition~within
1 percent! of the measured quantities from different angular posi-
tions shows that at the exit the axisymmetry is of high quality.
Symmetric measurements for axial and radial velocity, turbulent

Fig. 5 Decrease of the error in the estimate of mean values,
with the number of particles considered
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kinetic energy and stress forx50.19 andx50.38~x andz are the
normalized axial and radial distances, respectively! are shown in
Figs. 7 and 8. For the radial velocity and the stress, the values on
one side of the axis are compared with the opposite of the values
on the other side, since the fields are skew-symmetric. These fig-
ures also show very good superposition: globally, the average
error ~relative toUm! is below 2 percent for mean values and for
second moments~relative to the maximum kinetic energy,km
50.18!; the average error in the quantitiesU, V, tuu , tvv andtuv
for the nozzle region are given in Table 1.

3.2 Physical Characteristics of the Flow

Reynolds Number.The Reynolds number associated with the
flow is calculated by taking the outer diameter of the outer jet, 156
mm, as the length scale. The velocity used for the calculation is
the average velocity of the flow if the total volume of the air is
flowing through this circular area of the jet uniformly, which is
estimated to be 2 m/s. The corresponding Reynolds number is
estimated by using these scales, giving Re>3.104.

Craya-Curtet Number. Annular burners develop coaxial jets
in extremely high temperature gradient. When having informa-
tions in isothermal conditions, it would be useful to be able to
predict the flow in the combustion case. When the fuel and oxi-
dizer jets enter the combustion chamber, the jets mix with each
other as well as with the surrounding recirculating fluid. The tem-
perature of the jet rapidly increases and chemical reactions occur,
changing the viscosity and density of the fluid. These changes of
the properties of the fluid have severe effects on the flow field.
Therefore, it is useful to link the isothermal and nonisothermal
flows with a similitude number, the Craya-Curtet number, which
characterizes the recirculation of confined jet flows@3#. This num-
ber was first obtained empirically by Thring and Newby@7#, and
then by solving the axisymmetric equations governing the flow
field in an isothermal confined jet@8,9#. Later it was shown by
experimental studies in hot and cold conditions@10,11#, that the
flow and mixing properties of the classical axisymmetric confined
jet depends only on the Craya-Curtet number. This experimental
study is missing in the case of our double annular burner; it is

Fig. 6 Superposition of axial velocity profiles, and of radial
velocity, at the exit of the nozzle, for different angles of the
burner

Fig. 7 Superposition of axial velocity, radial velocity, kinetic energy k and stress, for
xÄ0.19. This traverse goes through all the vortices, big central and small lateral.

Journal of Fluids Engineering JUNE 2001, Vol. 123 Õ 231

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



assumed that a single related number also gives its qualitative
properties. Adapting a presentation of the classical central jet case
done in Guruz et al.@12#, the Craya-Curtet number is defined here
using stagnation pressure loss:

g~Pe* 2Pi* !

ue
2r

5
1

Ct
2 (3)

Where,Pe* 2Pi* is the stagnation pressure loss in the system~the
difference between exit and entrance stagnation pressure!, ue is
the bulk-averaged velocity of the exit stream far from the nozzle,
after the attachment,r is the density andCt the nondimensional
Craya-Curtet number. Using mass flow balance and overall force
balance equations, this gives:

Ct5S A1

Ae
D 1/2 11b

~11a2b!1/2 (4)

where a constant density flow is considered and involves large
area ratio geometryAe /A1@1, andAe /A2@1 of exit to primary
and secondary nozzle areas. It is also considered that the nozzles
are thin:A152pr 1dr andA252pr 2dr wherer 1 and r 2 are the
respective radii.a is the ratio of secondary to primary bulk-
averaged velocity, andb5r 2 /r 1 . For these measurements, the
velocity ratio isa50.97, radius ratio isb570/50.551.55, and an
exit area to primary area ratio isAe /A1545.5, which gives a

Craya-Curtet number ofCt50.24; a small value corresponding to
large static pressure loss, indicating recirculation.

3.3 Structure of the Flow. Traversing stations on the flow,
taken at different distances from the exit of the burner, help to
identify several zones, exhibiting different flow properties. The
nozzle region can be divided into four zones~denoted A–D!. The
different zones are illustrated in Fig. 9, giving the axial mean
velocity obtained on traverse lines at different distancesx from the
exit of the burner. Depending on this distance, the profile shows
different physical situations. The different zones are:

• For 0<x,0.32~zone A!: there are two recirculation regions,
one around the axis, and the other annular, between the two
streams.

• For 0.32<x,0.70~zone B!: there is one recirculation region,
around the axis, with a complex annular jet around it, with a
local minimum of its velocity.

• For 0.70<x,1.02~zone C!: there is one recirculation region,
around the axis, with an annular jet around it. This axisym-
metric jet behaves as if there was only one stream.

• For 1.02<x,3.2 ~zone D!: there is one axisymmetric jet,
with a complex shape possessing a local minimum at the
center.

• For x.3.2, we are outside the nozzle region, and the burner
behaves as if there were only a simple axisymmetric jet.

The inside-out reverse flow region surrounds the complete region,
A–D, described above.

3.4 Streamlines and Contour Maps. The burner along
with the test-rig was installed horizontally where the axis of the
chamber Ox is in the mean flow direction. All measurements were
taken by traversing the probe volume from the point~x,0,21.3! to
~x,0,1.3! vertically upwards passing through the point~x,0,0!.
These traverse were made at 36 different stations, starting from
x50 to x53.2. The distribution of these traverse stations was
such that several traverse stations were located in each zone of the
flow. This covers the complete nozzle region of the flow. For the
positions belowx51.22~included!, 201 measurement points were
chosen for each traverse~exceptx50!, whereas for other posi-

Fig. 8 Superposition of axial velocity, radial velocity, kinetic energy k and stress
tuv , for x Ä0.38. This traverse goes only through the big central vortex.

Table 1 Average axisymmetric error estimated for the whole
nozzle region for the 5 basic quantities experimentally esti-
mated. The error is relative to Um for first moments, and rela-
tive to the maximum kinetic energy k mÄ0.18 for second
moments.

Quantity Average error~%!

U 1.6
V 1.1

tuu 1.3
tvv 1.3
tuv .7
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tions, there were 101 measurement points. It is clear that the zones
where the jets join and mix are more interesting than other re-
gions; they also need more precision in measurements. The mea-
surement positions were then unevenly chosen along the traverses:
in calm zones, the space between consecutive measurements was
2 mm–4 mm, whereas for more turbulent zones, this space was
0.5 mm. These different measuring positions generate a grid,
which was chosen through a rather empirical method, and it is
shown in Fig. 10. When the flow field was plotted from these
measurements, it could be seen that the grid chosen was not op-
timal, since the grid size is sometimes too rough in interesting
regions. This in fact could not be guessed before taking the mea-
surements, and it is considered that the grid chosen is nevertheless
very dense for an experimental database.

The streamlines and contour maps of different quantities that
characterize the flow are presented in this paper. The original data
set is first interpolated on a finer and more regular~along Oz axis!
grid, keeping all the original traverse positions, and interpolating
raw data along each traverse, on a grid of size 0.5-mm in thez
direction. This produces a smoother behavior of the particle
traces. This new data set is symmetrized: for a given value ofx,
where the average values at position~x,0,z! and (x,0,2z) is set as
the values at these two points. For all experimental values, this
gives a perfectly axisymmetric field. An error field is also re-

Fig. 9 From top to bottom, left to right: evolution of the axial velocity profile,
with the distance from the burner exit. Different zones are found, possessing
recirculation and merging of the different streams. Zone A corresponds to pri-
mary and secondary vortices, and possesses 3 recirculation regions. Zone B
corresponds to an annular jet, with 2 recirculation regions. Zone C corre-
sponds to a central jet, with 1 recirculation region.

Fig. 10 Experimental grid chosen for the measurements.
Darker zones correspond to one measurement every 0.5-mm
along the vertical.
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corded: this represents the axisymmetric errors, and corresponds
to the raw data minus the averaged data. It gives a map showing
the percentage of error in axisymmetry. The data available
through internet will be organized as follows: they will be given
as 36 text files, one for each traverse~unequally spaced between
x50 andx53.2!, containing experimental data corresponding to
each of the 401 data points along the radial direction. Each file
will provide the 5 basic quantities and their axisymmetry errors,
i.e. the following values:z, U(z), V(z), tuu(z), tvv(z), tuv(z),
dU(z), dV(z), dtuu(z), dtvv(z), dtuv(z) for 401 values ofz
equally space between21.28 and 1.28.

The plots obtained from the first moments of the data are pre-
sented here. Figure 11 shows the streamlines of the axisymmetric
velocity field and Fig. 12 the vector field. This helps to identify
the structure of the flow: first the primary and secondary streams
merge, creating a vortex bubble between them. This bubble cor-
responds to a pair of contrarotating toroidal vortices. Then the
annular jet transforms into a central jet, creating a big central
vortex bubble. This central vortex is less stable than the toroidal
one; a recent study with the same geometry has shown that, for
high enough Reynolds numbers, instantaneous shots~with a PIV
technique for example! may not show this central vortex, whereas
the toroidal one is much more stable@13#. Nevertheless, the sur-
rounding high velocity primary stream maintains the overall shape
of the central vortex. Inside this vortex, instantaneous shots reveal
irregular vortices of various sizes, but in the average velocity
field, the contra-rotating cells are clearly visible, and the vortex
here has a nearly spherical shape, due to the velocity ratio of 1.
Figure 13 shows a map and contour plot of the axial velocity. This
indicates clearly the main flow, and the recirculation regions and
the different vortices. The combustion chamber influences the
flow, at least at the vicinity of the secondary jet, since it intro-
duces an outer recirculation due to confinement. This recirculation
is more visible in Fig. 13~dark zones correspond to recirculation!
than in Fig. 12 since the recirculation velocity is very low.

We represent also the second moments. The tangential turbu-
lence w82 is not measured, but it is natural to assume, due to
isotropy of fluctuations around the axis, thatv825w82; then k
51/2(u8212v82). This is shown in Fig. 14: the kinetic energy is
maximal on the boundaries of the flows, especially at the edges of
the vortices. It keeps also larger values in the wake of the

Fig. 11 Streamlines of the flow. This shows the direct and re-
circulating flows, the central vortex and double-toroidal vorti-
ces. The different zones identified with traverse sections in Fig.
9 are indicated.

Fig. 12 Vector plot of the velocity field on some grid points

Fig. 13 Axial velocity: gray levels and isolines 0, 0.3, and 0.57. Isoline 0 surrounds 5
recirculation regions
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secondary stream. Figure 15 shows the Reynolds stresstuv5uv
2UV. It has also larger values in the wake of the secondary
stream, and close to the boundaries of the vortices. It has large
intensity values in localized positions at the edges of the vortices.

4 Conclusion and Developments
The cold flow properties of a double annular burner were stud-

ied using 2D LDV measurements. The main challenge for this
type of study is to obtain a good axisymmetry in the measure-
ments, for validation of numerical models. Complete descriptions
of first and second moments of the velocity field, on a precise
experimental grid were obtained in this study. The overall axisym-
metry is excellent, on the average below 2 percent for all quanti-
ties. The double annular geometry creates a complex flow, which

is precisely identified here, possessing recirculation regions, sev-
eral toroidal vortices, and stagnation point and stagnation lines.
The vector plots, streamlines of the flow and several color maps
representing the kinetic energyk, and the Reynolds stress are
presented here. In order to minimize the error due to a lack of
convergence of the statistics, the signal from more than 3000 par-
ticles at each measurement points were considered. A quantitative
analysis of experimental results, showing the degree of axisym-
metry along some traverse for mean velocity and second moments
were performed and presented here.

The experimental results obtained have a more general impact
than simply the knowledge of a particular burner, since this data-
base can be used for comparison with the output of turbulence
models~for turbulence models applied to a similar configuration

Fig. 14 Isolines and display of the kinetic energy k. The values of the isolines are the
following: .024, .04, .056, .072, .088, .104, .12.

Fig. 15 Isolines and display of the stress tuvÄuvÀUV. The values of the isolines
are the following: À.037, À.026, À.015, À.005, 0., .005, .015, .026, .037.
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see@14#!. Due to the fine grid used for the measurements, it is also
possible to estimate the velocity gradient tensors and several in-
variants of the flow. Boussinesq’s hypothesis, which is at the heart
of the classicalk-e turbulence type models@15#, can then be tested
by experimentally estimating the alignment of the strain and
~traceless! stress tensors, and nonlinear generalizations@16,17# of
the constitutive relation can be checked. The result of this post-
processing technique applied to experimental database presented
here are developed and presented by Schmitt and Hirsch@18#.
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Nomenclature

A 5 constant
a 5 exponent

A1 5 area of the primary nozzle
A2 5 area of the secondary nozzle
Ae 5 area of the exit section
a 5 a dimensional number
b 5 a dimensional number

Ct 5 a dimensional Craya-Curtet number
dx 5 error in the measurement of the quantityx

k 5 kinetic energy
km 5 maximum kinetic energy
m 5 X̄ mean value of a random variable
M 5 random variable
N 5 number of measurement samples

Pe* 5 stagnation pressure at the exit of the burner
Pi 5 pressure at the entrance of the burner
r 5 ratio

r 1 ,r 2 5 radii of primary and secondary streams
Re 5 Reynolds number
r 5 density of the gas

sx
2 5 variance ofX

tuu8 5 axial normal stress
tvv 5 radial normal stress
tuv 5 uv2UV Reynolds stress

u 5 axial component of the velocity
ue 5 bulk-averaged velocity of the exit stream
U 5 ū time average of the axial velocity

Um 5 maximum velocity

v 5 radial component of the velocity
V 5 v̄ time average of the radial velocity
x 5 a dimensional distance from the nozzle~axial coordi-

nate!
X 5 random variable

Xi 5 a realization ofX
z 5 a dimensional distance from the axis~radial coordi-

nate!
2 5 time average
^•& 5 ensemble average
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Visualization and Measurement of
Automotive Electrostatic
Rotary-Bell Paint Spray Transfer
Processes
In order to improve the transfer efficiency and finish quality in automotive spray painting,
a better understanding of the paint spray structure and transfer processes of the electro-
static rotary bell applicators is needed. This paper briefly reviews the current technologi-
cal challenges and research issues, and then describes the spray atomization, visualiza-
tion, droplet size, and velocity measurement results of a water-borne paint spray system
under various operating parameters. The optical techniques used are copper vapor laser
light sheet visualizations and the phase Doppler particle analyzer. Four main operating
parameters are varied in this study: liquid flow rate (100 ml/min to 250 ml/min), shaping
airflow rate (120 l/min to 180 l/min), bell rotational speed (20,000 rpm to 50,000 rpm),
and high voltage setting (60 kV to 90 kV, and 0 V for comparison). For simplicity, water
is used as the paint surrogate, and a flat metallic panel is used as the target surface. The
results show that bell speed dominates the atomization, but high voltage and flow rate
settings significantly modify the spray transport. The results of this study also provide
detailed information on the paint spray structure and transfer processes, which can be
used on model development and validation in future. Also, the microscopic visualization
images provide qualitative information on the atomization mechanism.
@DOI: 10.1115/1.1359210#

Introduction
Two challenges facing the automotive finishing industry are to

increase the paint transfer efficiency and to reduce volatile emis-
sions without sacrificing the surface quality and line speed. The
automotive paint-shop is an expensive manufacturing facility to
maintain within an automotive company; even one percent im-
provement in transfer efficiency can save significant money in
bulk material costs. Higher transfer efficiency also has a corre-
sponding reduction in the amount of volatile organic compounds
~VOC! emitted, paint sludge production, and the associated after
treatment costs. The reduced overspray allows a reduction in the
booth downdraft and other compressed air flow usage, creating
significant energy efficiency and cost reduction.

The optimal transfer efficiency for electrostatic rotary bell
~ESRB! applicators is higher than 90 percent, under ideal operat-
ing conditions. Most parameters known to influence transfer effi-
ciency are related to application settings. However, booth airflow
management~Tong et al.@1#!, line-speed, and the shape of the
surface being painted also affect the transfer efficiency.

Surface quality requires continuous improvement and reformu-
lation, especially for metallic paints, to satisfy consumer demands.
In addition to color and brightness, aspects such as film-build
consistency and reduction of application defects must be main-
tained. Therefore, the solution to these challenges may require a
combination of new paint formulations, operation optimization,
and new applicator designs.

The trend of the current automotive finishing industry is to use
more ESRB applicators because of their higher transfer efficiency.
However, there is an observed trade-off relationship between the
increase of transfer efficiency and the surface quality, especially
for metallic paints. Compared with the pneumatic spray gun, the

ESRB produces darker and duller appearance but much higher
transfer efficiency. It is well known that the application of an
electric charge will change the apparent color of some metallic
paints to varying degrees. However, the mechanisms are not well
defined. It was formerly thought that the discoloration was due to
improper flake orientation during fluid transportation for the fol-
lowing reasons: 1! the shearing deformation of the ESRB pro-
cesses; 2! the electrical fields in flight~which has been discredited
by Inkpen and Melcher@2#!; 3! the film during the curing stage; 4!
the splashing deformation upon impact~Fukuta et al.@3#!. But
recent results also suggested that the difference of the flake con-
tent in the deposited paint is the cause of the color shift~Inkpen
and Melcher@2#; Elmoursi and Lee@4#; Tachi and Okuda@5#!.
Nevertheless, the optimal operating conditions at which the drop-
let size and flake content are most uniform at the target surface
depend on the entire paint transfer process, which also changes
with the properties of the paint and the target surface.

Previous Research Works
The use of a rotating cup in burners for domestic heating has

been well known in Europe since the 1930s. Marshall@6#, Matsu-
moto et al.@7#, and Lefebvre@8# summarize the earlier research
results on the atomization. Hinze and Milborn@9# were among the
first to document the atomization process of a rotating cup. They
identified three different types of disintegration:~a! direct drop
formation at low speed and feed rate;~b! ligament breakup; and
~c! film breakup. They observed that the transition from regime
~a! into ~b!, or from ~b! into ~c!, is promoted by an increased
liquid feed rate, an increased angular speed, a decreased diameter
of the cup, an increased density, increased viscosity, and a de-
creased surface tension of the liquid. They also measured the drop
size in the ligament breakup regime using sooted glass impinge-
ment technique and correlated with relevant dimensionless
groups. Dombrowski and Lloyd@10# also visualized the atomiza-
tion process using photography and measured the drop size using
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a light absorption technique. However, these earlier studies mostly
use smooth rotating cups, i.e., without serration, which rotate at
much lower speeds compared with today’s turbine-driven applica-
tors, and without electrostatics and shaping air control.

In addition to automotive applications, electrostatic atomization
is widely applied in agriculture spraying, office furniture refinish-
ing, ink jet printing, and others. Actually, experiments of electro-
static atomization, particle charging, and deposition have existed
before the well-known interests of Benjamin Franklin. Kelly@11#
found applications of electrostatic atomization as far back as 1754
AD. He also suggested that the mean drop diameter of Newtonian
liquid larger than one micron is not dependent on all fluid and
device related to the properties but solely a function of fluid
charging levels, which is directly proportional to droplet diameter.
However, the detailed role that electrostatics plays in the ESRB
atomization is still unclear.

Compared with pneumatic spray guns, which are easier to set
up and operate~e.g., Kowk and Liu@12#; Domnick et al.@13#!,
there are only a few research articles available on the ESRB pro-
cesses. Bell and Hochberg@14# should be credited as the first
major contributors. They summarized their results on the ESRB
spray using many experimental techniques, including light scatter-
ing, Doppler method, high-speed video, and charge/mass ratio
measurement. The experimental data was correlated against the
application conditions and paint properties. The measured charge/
mass ratios were only about 4 percent–25 percent of the Rayleigh
limit for their test cases. Using photography, Bailey and Bal-
achandran@15# also observed that the number of ligaments in-
creased with increasing high voltage.

Corbeels et al.@16# used a laser diffraction instrumentation and
photography to study the influence of fluid properties and opera-
tional parameters on the atomization characteristics of a high-
speed rotary bell with serration, but without electrostatics and
shaping air control. They found that the high viscosity fluid filmed
the bell evenly and produced long regular ligaments, whereas the
low viscosity fluid filmed incompletely and produced very irregu-
lar ligaments that disintegrated near the bell edge. Their particle
size data, which were limited at one location~35 mm from the bell
edge!, were found to be insensitive to large changes in flow rate
and viscosity at a bell speed higher than 20,000 rpm.

Bauckhage et al.@17# used a short spark photography, and dif-
fraction spectrometry to study the ESRB atomization of water
based metallic paint. The small dispersion of the drop size distri-
bution suggests that the ESRB works in the ligament atomization
mode, which is confirmed by the photograph near the nozzle.
They also used a laser light sheet for visualization; the unpub-
lished video results suggested two axial zones and a radial zone of
recirculations, which are influenced by the shaping air. Later, they
also used a phase Doppler particle analyzer to study the effect of
electrostatics and found that the drop size with higher voltage is
smaller but the visualized spray cone is wider~Bauckhage et al.
@18#!.

While the operating parameters of an ESRB are closely related
to transfer efficiency and surface quality, most of the previous
studies used old applicators that do not have a control unit of a
wide range of operation parameters. They only concentrated on
the atomization aspects having very limited drop size data at one
location and the visualization to the vicinity at the edge of the bell
cup.

The challenges facing the automotive finishing industry warrant
a better understanding of the ESRB paint spray transfer funda-
mentals in order to improve the bell sprayer performance and to
screen new sprayer designs in an actual painting environment.
Few research papers have been published on the subject, although
there are some performance data in trade journals. For example,

Fukuta et al.@3# developed a new metallic bell by changing the
shaping air nozzles in the bell to increase the droplet speed and
thus improve the atomization and finishing quality. In spite of the
extensive use of the ESRB in the automotive finishing industry,
there is still insufficient information available to the performance
characteristics to be predicted with confidence over a wide range
of operation conditions.

Detailed characterization of the processes, including the initial
atomization at the spray applicator, the interaction with the elec-
trostatics and shaping airflow, and the boundary layer formation
and deposition at automotive body surfaces are needed to validate
physical models of the automotive ESRB operations. Currently,
other than some trial-and-error approaches and empirical data-
bases, there is very little research on the simulation of automotive
paint spray transfer processes.

The purpose of this study is to give a better understanding of
the paint transfer fundamental and provide the data for the further
model development by conducting the visualization of the transfer
process and the drop size measurement of the ESRB spray using
laser-based optical diagnostics.

Experimental Setup
A research paint booth completed with a digital controller for

ESRB is used for the investigation. The bell assembly and a detail
of the bell cup are illustrated in Fig. 1. The optical techniques
used are laser light sheet visualizations by copper-vapor and a
phase Doppler particle analyzer~PDPA! ~Fig. 2!. Four main op-
erating parameters are varied in this study: liquid flow rate, shap-
ing airflow rate, bell rotational speed, and high voltage setting.
Deionized water was used as a paint surrogate for simplicity. A
flat metallic panel~4 ft 3 3 ft, electrically grounded! is used as the
target surface, and the downdraft air is turned off. The test condi-
tions are summarized in Table 1.

A production ESRB~Behr Eco-bell 55 mm diameter, serrated
edge, designated 55S! for waterborne paint was chosen for the
study. The major difference between solventborne base painting
and waterborne base painting is in the electrical charging system
and supplying component of the paint. In solventborne base paint-
ing, the charging electrode can be built into the applicator and
provide a reliable electric field by conduction, induction, and co-
rona current, due to the low conductivity of the solvent. However,
waterborne painting requires the external charging component or
isolation of the entire circulation system or isolation via a voltage
block. Figure 3 clearly shows two different spray atomizers. The
ESRB used in this study utilize external space charging in order to
apply corona charging to the spray by corona discharge.

This applicator has a range of operation conditions; the follow-
ing nominal conditions were selected as the baseline in this para-
metric study: liquid flow rate at 200 ml/min, shaping air flow rate
at 160 l/min, bell speed at 40,000 rpm, and high voltage setting at
90 kV. This baseline set of conditions is underlined and bold-
faced in Table 1. In order to discern the effect of changing main
operating parameters, only one parameter was changed at a time,
while the other three were maintained at the reference condition.

A schematic diagram of the experimental setup is shown in Fig.
1. The bell disk consists of four parts, as shown in the upper left
corner. The paint flow is supplied to the atomizer ring by the ring
gap and moves toward the bell edge due to the centrifugal and
Coriolis forces created by the rotating bell. Many of the available
bell disk variants have similar means for paint flow division; 80
percent of the paint quantity is supplied to the atomizer rim by the
ring gap. The remaining 20 percent of the volume flow passes
through the central drilled hole on the front side of the distributor
ring to effect a permanent rinsing of the bell disk surface and to
prevent paint deposits on the distributor ring. Small wedges,
which are called serration or circumferential knurls~see Fig. 4!,
can be machined along the edge of the bell disk. They permit the
paint film flowing over the surface of the bell disk to be divided
into defined individual flows and ligaments that eventually break
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up into droplets. The bell diameter is 55 mm, with option for
either a straight-serrated edge or a smooth edge. This paper pre-
sents only the serrated edge data.

A turbine housing protects the drive unit of the high-speed ro-
tary atomizer, which is driven by compressed air. Behind the ro-
tary cup, shaping air exits from 40 holes annularly arranged on the
stationary housing. Shaping air is used primarily to support the
transport of paint droplets, to stabilize the flow conditions around
the atomizer, and to permit a precise alignment of the spray pat-
tern by limiting the atomizing cone. The high voltage from the six
external electrodes, which are negatively polarized and located at

75 mm from the cup, charge and propel the atomized droplets to
the grounded work piece. The target plane is located at 254 mm
away from the edge of the rotary cup.

Visualization Results

Microview. Microscopic visualization was carried out to
study liquid break up near the bell edge. A schematic of the visu-
alization facility is shown in Fig. 4. The sampling area, 332 mm
on the bell cup edge, is illuminated by 15W OXFORD copper-
vapor laser~Model Cu-15A!. Megaplus CCD Camera~Kodak ES
1.0! with a special long distance microscopic lens is used to obtain
magnified images~at ; 1003! at the bell edge.

A few sample images are shown in Fig. 5 and Fig. 6 for differ-
ent operating conditions. Some qualitative observations can be
made from these images. At 50 ml/min and 20,000 rpm, the liga-
ments emanated from the serrations on the bell edge~Fig. 5~a!!.
The ligaments are uniformly spaced, coinciding with spacing of
serrations, and are uniform in diameter. At 30,000 rpm, the uni-
form spacing is still preserved, but the ligaments are relatively
longer and thinner~Fig. 5~b!!. At 40,000 rpm, the formation of
multiple ligaments is observed between serrations, and conse-
quently, the ligament diameter decreased further~Fig. 5~c!!. This
trend indicates that drop size decreases with increase in bell
speed. When the liquid flow rate is increased holding bell speed
constant, the filaments are formed in increasing numbers with
irregular spacing and nonuniform ligament diameters; the liga-

Fig. 1 Schematic diagram for experimental setup

Fig. 2 Near field light-sheet spray visualization at 0 kV condi-
tion

Fig. 3 Typical paint spray atomizers

Fig. 4 Schematic of liquid breakup visualization on the bell-
cup edge

Table 1 Test conditions
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Fig. 5 Microscopic visualization on the bell speed at the liquid flow rate Ä 50 cc Õmin „magnification Ä100Ã…

Fig. 6 Microscopic visualization on the liquid flow rate at the bell speed Ä 20,000 rpm „magnification Ä100Ã…

Fig. 7 Parametric effects of operation conditions on axial spray cross section

240 Õ Vol. 123, JUNE 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ments are seen to interact with each other before breakup. In
general, the nonuniformity of ligament formation increased with
increasing flow rate. A liquid sheet is seen to link the ligaments at
the bell cup edge for flow rate greater than 250 ml/min.

Overall. Spray visualization is also carried out using a light
sheet generated by the same copper-vapor laser operated at 10
kHz. The light sheet generation optics is connected to the laser
through a fiber-optic cable to provide lighting for either the axial
or radial cross sections. The laser sheet was expanded to penetrate
the entire spray vertically to illuminate the center vertical plane.
The camera was positioned normal to the plane of light sheet to
acquire images of spray structure. The radial cross section was
taken with the light sheet in between the bell and the target plane
~i.e., at 12.7 cm from the target!, and the camera located sideways
at a 50 deg oblique angle from the spray centerline axis. Either a
digital Kodak Megaplus camera or a Nikon 35-mm SLR camera
loaded with ISO-400 color film is used for taking the photograph.
This setup enables more detailed future study using particle image
velocimetry.

Figure 2 shows the light-sheet spray visualization near the ap-
plicator taken by the Kodak camera with an exposure time of 3.3
ms. The applicator is operated at the baseline condition but with
the high voltage turned off. Dense spray at the edge of cup shows
a large-eddy structure. These large eddies result in an inherently
unsteady turbulent spray cross-section, which changes from one
instant to the next. At the center, a recirculation zone loaded with
sparse droplets is also visible.

Figures 7 and 8 show the effects of operation parameters on the
overall axial spray shape, which were photographed with the SLR
camera with an exposure time of 33.3 ms. The short exposure
time does not allow enough time averaging; however, sufficient
information can be obtained from the image. The spray cone angle
u, taken to be the angle between the spray trajectories from the
edge of the bell cup to that of the ESRB centerline, was also
measured directly from the photograph and plotted in Fig. 9. The
error percent of the spray angle, which is measured 10 times for
each image from five different snapshots, is ranged from 1.1
percent–2.5 percent for the standard mean values.

The results show that an increase in liquid flow rate from 100
ml/min–250 ml/min@Fig. 7~a! to 7~d!#, while keeping the other
three parameters at reference condition, tends to widen the spray

shape slightly. This is due to a higher spray swirl momentum
associated with the increased spray mass and possibly larger drop-
size.

Figure 7~e!–~h! and Fig. 8~e!–~h! demonstrate the effects of
shaping air. At higher flow rate of shaping air, the spray cone is
generally narrower. This is particularly obvious when comparing
Fig. 7~e! ~120 l/min! and 7~f! ~140 l/min!. This indicates that the
shaping air should operate higher than 120 l/min. The shaping air
permits precise adjustment of the spray pattern by limiting the
spray cone angle; it also increases impinging energy at the target.

The influence of bell speed on the overall spray pattern is
shown in Fig. 7~i!–~l! and Fig. 8~i!–~l!. At the low bell speed of
20,000 rpm, where the centrifugal force is the smallest, large
droplets are clearly observed outside of the denser and finer spray
region, unaffected by the shaping air. These large droplets suggest
that the atomization mode is not well developed. Therefore, the
ESRB should be operated at a speed higher than 20,000 rpm. At
higher bell speed, when centrifugal force is larger, the spray cone
decreases due to more consistent and finer atomization. The spray
also tends to concentrate more inside the spray cone as a greater
number of smaller particles find themselves into the recirculating
zones~Fig. 9!.

The influence of the high voltages on spray shape is shown in
Fig. 7~m!–~p! and Fig. 8~m!–~p!. Insufficient high voltage exerts
only small forces on the droplets, resulting in wider spray and
poorer transfer efficiency. At the highest voltage, the spray also
becomes denser and more uniform at the core region.

The radial cross-sectional visualization also shows very high
swirling velocity induced by the rotary bell. The center of the
rotation is observed to move around in a precession, but with a
much slower precessional speed and with a counter-rotational di-
rection compared to those of the bell itself.

PDPA Results
Two-channel PDPA system~Aerometrics! with a 300-mW

Argon-ion Laser was used for detailed measurements of the drop
size distribution. The focusing lenses of both the transmitter and
receiver have a long focal length of 750 mm to avoid interfering
with the spray. The optics is integrated with fiber optics cables
and is mounted on a heavy-duty computer controlled traversing
stand. Measurement data were taken along the axial direction at

Fig. 8 Parametric effects of operation conditions on radial spray cross section
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x52.5, 10.2, 17.8, and 24.1 cm from the bell cup edge, and at the
radial locations ofr50, 10.2, 20.3, 30.5 and 40.6 cm. Statistics at
each point are averaged over 20,000 data points. The radial pro-
files atx517.8 cm are presented here for comparison in the para-
metric study.

Fig. 10 PDPA results at the reference condition

Fig. 11 Streamline of the ESRB spray

Fig. 9 Sensitivity of bell operation parameter on spray cone
angle
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Figure 10 shows the PDPA results at the reference condition
superimposed on the spray light sheet photograph. The measured
sauter mean diameter~SMD! is proportional to the size of circle
plotted at each measuring position; the measured two directional
velocities are also plotted as a vector. The vector plots clearly

show a toroidal vortex induced by the strong swirling spray, and
contained between the bell cup and the target plane. At the target
plane, the paint spray tends to concentrate on an annular stagna-
tion zone.

In spite of the high circumferential velocity at the edge of the

Fig. 12 The effects of bell operation parameters on the drop
size profile measured at 7.62 cm from the target

Fig. 13 Sensitivity of bell operation parameters on drop size
measurement at 7.62 cm from the target
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rotary bell~115 m/s at the reference condition!, the velocity in the
axial plane flow field is quite small, with the mean deposition
velocity on the order of 1-2 m/s at the target plane. The largest
velocity and mean drop size were measured along the trajectory of
the spray near the edge of the spray, shown in Fig. 10 atx52.5 cm
and r530.5 cm. This is expected since the centrifugal force
throws the liquid out at high speed, but the drag force reduces the
velocity rapidly. From this point, Fig. 10 also shows that the drop
size decreases at a significant fast rate as it moves away from the
bell cup, suggesting that the breakup process is not complete at
this location. The vector plot in Fig. 10, combined with the visu-
alization results, gives rise to the conceptual streamline plot in
Fig. 11, which is similar to the one proposed by Bauckhage et al.
@17#!. Figure 10 also shows that larger droplets stay on the outside
of the spray, while smaller droplets are more easily entrained into

the toroidal vortex zone~Figs. 12 and 13!. As the penetration
length increases, the radial diameter profile becomes more
uniform.

The histogram data of the reference condition are shown in Fig.
14, corresponding to the measurements shown in Fig. 10. There is
a notably bimodal distribution at the maximum dropsize/velocity
point. This bimodal distribution is also observed in the low-speed
regime~in Fig. 15! and at low voltage condition~in Fig. 16!, all
taken at 7.6 cm from the target plane. The reason for this inter-

Fig. 15 Drop size histogram variation with bell rotational
speed at 7.62 cm from the target plane

Fig. 16 Drop size histogram variation with high voltage setting
at 7.62 cm from the target plane

Fig. 14 Spatial distributions of the drop size histograms at reference condi-
tion
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esting bimodal distribution is unclear. It may be due to a dual-
mode operation of the ESRB atomization, where both the liga-
ment and the film breakup mode coexist. But it could also be due
to a secondary breakup process where much distinctly smaller
satellite drops are formed. The swirling and recirculation flow
field will also differentiate and transport the droplets according to
their size and drag. Therefore, more study is required to solve this
puzzle.

Conclusions
A parametric study was carried out using copper vapor laser

light sheet visualizations and a phase Doppler particle analyzer to
gain a better understanding of the paint spray structure and trans-
fer processes of the automotive electrostatic rotary bell applica-
tors. The results show that bell speed dominates the atomization,
but high voltage and flow rate settings significantly modify the
spray transport. The results of this study also provide detailed
information on the paint spray structure and transfer processes,
which can be used in future model development and validation.
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The Development of the Water Jet
Scalpel With Air Pressure
The development of a new kind of air-pressurized water jet scalpel is discussed, including
its design, assembly, and adjustment, the choice of optimum parameters, results of animal
experiments, and clinical applications. The water jet scalpel is known for its compact
structure and safe operation. The air pressure to drive the water jet scalpel varies from
1.0–1.5 MPa, and the quantity of normal saline used is 331023 to 431023 m3 per
operation. The results of preliminary clinical applications have shown that the water jet
scalpel has many advantages over the conventional scalpel in operations requiring liver
cutting. @DOI: 10.1115/1.1359211#

1 Introduction
In the last fifteen years, the water jet technique has become

increasingly popular in a variety of applications in the medical
field. In 1982, it was reported that a new method for stone de-
struction in the common bile duct@1# was developed by Frankfort
University and Hanover University in Germany, and the pulse jet
with a maximum pressure of 100 MPa was adopted as the means
of stone destruction. In 1986, the researchers at Frankfort Univer-
sity and Hanover University introduced a method of cracking ure-
ter calculi by high-speed water jet pulses and this pulse jet also
had a maximum pressure of 50 MPa@2#. After a few years of their
efforts in conducting experimental research on animals and in
autopsy, they accumulated a great deal of experimental data and
prepared for clinical applications.

The experiment and applications of the continuous water jet
scalpel have been conducted in the medical field for a long time
and remarkable progress has been made, especially in the last
fifteen years. The practical applications involve dentistry, wound
cleaning, and other surgical operations@3,4#. Since 1960, dental
calculus has been cleaned with water jets at a pressure of 0.6 MPa,
and many kinds of water irrigating devices have been widely
adopted in dental operation. Large-area wounds are also cleaned
effectively with water jets after the pressure is increased to 0.9
MPa. Furthermore, amputations on patients and animals have
been performed with continuous water jets at pressures between
138 and 172 MPa. Although some operations are successful, some
are not and experimental research still goes on@3#.

The water jet scalpel belongs to the applied scope of continuous
water jets. As far as cutting ability is concerned, any parts and
tissue of human and animal bodies can be cut with a water jet
scalpel, if the appropriate pressure is used. Through years of ex-
perimental research the operations involving the cutting of liver
and pancreas with water jet scalpel have been very successful. In
1986, a water jet scalpel made in Sweden@5# for the purpose of
cutting liver was exhibited at The World Congress on Surgery in
Lunde City, Sweden. Its pressure range is 0.5–1.5 MPa. Patients
lose less blood during the operation with the water jet scalpel and
recover more quickly after the operation. Isotonic pressure normal
saline or glucose is used as the liquid of water jet scalpel. Animal
experiments and clinical applications also provided referenced
data for the choice of the pressure and flow rate of water@4,6#. At
present, a new kind of the water jet dissector has been developed
and used for laparoscopic surgery on a patient with chronic chole-
cystitis by the researchers at Kitasato University School of Medi-
cine, Japan. Satisfactory results have been obtained in clinical
applications@7#.

Yet as a new type of surgical device, the water jet scalpel still
has some problems to be solved.

1 The water jet scalpel needs to be disinfected before the op-
eration.

2 The noise levels must be reduced while the device is work-
ing.

3 The accumulation and splashing of blood and liquid from the
device must be eliminated during the operation.

Our research on the water jet scalpel is aimed at solving these
problems. Through many animal experiments and the clinical ap-
plications of human liver cutting, the water jet scalpel safety has
increased and blood loss during the operation was decreased. Fur-
thermore, it is lighter in weight, creates no noise during the op-
eration, and is simple to disinfect.

2 Component Parts and Working Principle of the Wa-
ter Jet Scalpel With Air Pressure

As shown in Fig. 1, the input pressure to the device comes from
carbon dioxide pressurized at 10–15 MPa. A bottle of carbon
dioxide with an initial pressure at 15 MPa was sufficient for 150
patients’ operations according to the present experimental results.

The main components and their functions in the air pressurized
water jet scalpel are as follows: a normal saline bottle with air
pressure transforms air pressure into normal saline pressure with a
maximum pressure of 80 MPa. A pressure regulating valve is used
to provide stable pressure for the jet. The on/off value can be
controlled by hand or foot.~In Fig. 1, it is controlled by foot.! The
water jet scalpel itself consists of a stainless-steel rod and a ruby
nozzle whose diameter is from 0.1531023– 0.231023 m. Con-
necting pipes and couplings are used to connect the pressure
bottle, normal saline bottle, pressure regulating valve, on/off
valve, and scalpel.

The water jet scalpel with air pressure consisting of the above-
mentioned five components is compact in structure and light in
weight. The aspirator, which is used as an auxiliary component for
preventing the back spray, and the pressure bottle can be chosen
according to the conditions of the hospital.

3 The Nozzle Design and the Relationships Between
Pressure, Nozzle Diameter, and the Flow Rate of Saline
Solution

The nozzle is an important part of water jets. The function of it
is not only to transform the static pressure of fluid into dynamic
pressure, but also to assure that it has a good flow quality and
dynamic performance.

The flow rate coefficient of the nozzle is given as@8#

c512
4d

d1
(1)
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whered1 is the diameter of the nozzle andd is the thickness of
boundary layer (43102621031026)m. As shown in Fig. 2, the
geometric parameters of the nozzle mainly include the contraction
anglea, diameterd1 , cylindrical lengthl, nozzle’s lengthL, and
the roughness of internal surface of the nozzle. In general, diam-
eter d1 depends on the flow rate of jets and is an important pa-
rameter for nozzle design. Typically,l 5(2.5– 3.0)d1 , a
513.5°; however, the optimum parameters are determined by ex-
periments.

The relationships between pressure, nozzle diameter, and the
flow rate of saline solution are given as@8#:

Q5c
1

4
pd1

2A2p

r
(2)

where p is the working pressure,Q the flow rate of the saline
solution, and r the density of the saline solution~r
51000 kg/m3, at the temperature of 20°C!. The nozzle design and
the experimental data are based on the above information.

The liquid used in the scalpel is normal saline solution. The
relationships between pressure, nozzle diameter, and flow rate of
normal saline are shown in Tables 1, 2, 3, and 4, according to the
experiments and the calculations. Therefore, if the nozzle diam-
eter of 0.231023 m is used and the pressure is at 1.5 MPa, the
quantity of normal saline is at 231023 m3 for one operation in-
cluding liver cutting.

4 The Experiments With Animals
In this paper, an example of liver cutting is used to show the

overall operating process with the water jet scalpel. First of all,
the normal saline pressure is regulated by a pressure-regulating
valve, then the on/off valve is turned on and the static pressure of
normal saline is changed into kinetic pressure. High-speed water
jets cut the necessary tissue to be removed like a sharp knife.
Generally speaking, the liver contains bile ducts, blood vessels,
and hepatocytes and so on. The blood vessels and bile ducts con-
tain microscopic structures, which enable them to bear a certain
pressure without being damaged. Therefore during the operation
the appropriate pressure is chosen in which the jets can cut the
viral tissue from the liver without cutting off the blood vessels and
bile ducts. This reduces the blood loss of the patients to a mini-
mum. Obviously the success or failure of the operation depends
on the pressure selected above, and the appropriate pressure is
determined by the experiments shown in Table 5@6#.

The data for liver cutting in Table 5 show that a heavier hog
requires the higher pressure. But is it a general rule? Additional
data need to be accumulated by experiments and clinical applica-
tions before the question can be answered.

The experimental process and results are described below for
dogs. There were five hybrid dogs whose weights range from
15–20 kilograms. First of all, the dog is anaesthetized with 3
percent of amyl barbital and the liver film is cut with the usual
scalpel. After the abdominal incision, the liver is incised with the
water jet scalpel. The appropriate pressure for cutting dog livers is
0.8 MPa, and the depth of the dog’s liver cutting is 531022 m. At
the same time, the blood vessels and bile ducts are incised and
ligated, so that the haemorrhage quantity is decreased. All the
dogs began to eat during the first day after their operations and

Fig. 1 Device of water jet scalpel with air pressure. 1. Air pressure water jet
scalpel, 2. hose, 3. on Õoff valve, 4. pressure regulating valve, 5. normal saline
bottle with air pressure, 6. pressure bottle.

Fig. 2 Geometrical shape of nozzle

Table 1 The relationships between nozzle diameter and flow
rate of normal saline at the pressure of 1.0 MPa

d131023 ~m! 0.10 0.15 0.20 0.25
Q31026 ~m3/s! 0.35 0.78 1.39 1.70

Table 2 The relationships between nozzle diameter and flow
rate of normal saline at the pressure of 1.5 MPa

d131023 ~m! 0.10 0.15 0.20 0.25
Q31026 ~m3/s! 0.43 0.96 1.70 2.66

Table 3 The relationships between nozzle diameter and flow
rate of normal saline at the pressure of 2.0 MPa

d131023 ~m! 0.10 0.15 0.20 0.25
Q31026 ~m3/s! 0.49 1.11 1.96 3.06

Table 4 The relationships between nozzle diameter and flow
rate of normal saline at the pressure of 2.5 MPa

d131023 ~m! 0.10 0.15 0.20 0.25
Q31026 ~m3/s! 0.55 1.24 2.19 3.43
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survived. The wounds on their livers recovered well. They were
then subject to euthanasia and autopsied one to two weeks after
their operations. Dead tissue zones and haemorrhages on the livers
were not found. Experiments show that the water jet scalpel has
been effectively applied to the surgery operations in a hospital in
China.

5 Clinical Applications
Based on the experiments described above, operations were

performed on four patients~2 males, 2 females, aged 34–52! with
a water jet scalpel for the liver cutting. Two patients suffered from
liver cancer, the others had liver calculus. One of the two patients
with liver cancer had accompanying cirrhosis. Half-hepatic sinis-
ter lobe was removed for one patient, external hepatic sinister lobe
for two patients and part of the front hepatic dexter lobe for one
patient. The four patients recovered quickly after the operation.
During the operations the usual homeostatic devices were not
used and yet the haemorrhage quantity was greatly decreased.
After the operations, blood transfusion was not necessary, and the
livers of all four patients worked well as shown by the hepatos-
copy.

During the above clinical applications, the liver of the patients
could not be incised at 0.8 MPa. The appropriate pressure was
found to be from 1.8–3.0 MPa. For the cirrhosis patients, the
pressure required was 3.0 MPa.

6 Summary Discussions
It is well known that the liver is an organ of blood circulation

and is delicate in structure. The flow rate of blood feeding into the
liver should not exceed 131023 cubic meter per minute. Because
the blood in the liver vein flows backward during the liver cutting
operation, it may be difficult to control the hemorrhage of liver.
So the success of the operation of liver cutting mainly depends on
homeostasis. At present, for the purpose of homeostasis, there are
new medical devices available during the surgical operation of
liver cutting, such as the laser coagulator, microwave coagulator,
cavity ultrasonic surgical aspirator, and the water jet scalpel. The
principle of the operation of laser coagulator and microwave co-
agulator is to change light and electrical energy into thermal en-
ergy, thus leading to the vaporization and carbonation of liver
tissue to attain the purpose of liver removal. Meanwhile, the bile
ducts and blood vessels of operational parts are coagulated for
homeostasis. However, because of the high temperature, healthy

liver tissue is agglomerated or burned by a laser or microwave
coagulator during the operation. Therefore there is a wider dead
tissue zone on the surface of residual liver after the operation.
This is the main disadvantage of laser or microwave coagulator.

The cavity ultrasonic surgical aspirator is an energy accumulat-
ing ultrasonic wave with the frequency of 23,000 Hz injected by a
cavity detecting head made of titanium. The device selectively
cracks liver tissue without cracking the liver ducts. As to the
principle of liver cutting, it is equivalent to the water jet scalpel.
Since the ultrasonic aspirator is quite expensive, it has not been
widely used in China.

The power source for the water jet scalpel is the pressure bottle.
The pressure of the water jet scalpel comes directly from the
saline solution bottle under air pressure. Without a motor the jets
themselves make little noise at lower pressure. Therefore, with the
small flow rate of the water jet scalpel, the device makes no noise
during the operation.

7 Preliminary Conclusions
Through the experiments on animals and clinical applications

of the air pressurized water jet scalpel, we conclude the following:

1 The appropriate pressure of water jet is from 1.8–3.0 MPa
for liver incisions of the patients.

2 The water jet scalpel with air pressure can precisely remove
the viral tissue of liver without cutting off the bile ducts and blood
vessels, so that the blood loss of the patients is reduced to a
minimum during the operation. The liver of the patient recovers
well after the operation.

3 The water jet scalpel device is easy to disinfect and it makes
no noise, but the problem of the back spray of blood and liquid
during the operation has not been solved.

4 From the effects of the liver cutting, the water jet scalpel
gains an advantage over laser and microwave coagulator and is
equivalent to the ultrasonic aspirator. But the cost of an ultrasonic
aspirator greatly exceeds the water jet scalpel. Therefore, if the
problem of the back spray of water jet scalpel is solved success-
fully, no doubt, its future for clinical applications in the liver
surgery field will be very bright.
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Table 5 Comparison data of liver cutting of hogs

No. Sample

Weight
of hog
~kg!

Removals of
liver cutting
31023 ~kg!

Appropriate
pressure
~MPa!

Nozzle
diameter

31023 ~m!

1 Hog 17.0 65.0 1.0–1.5 0.15
2 Hog 18.5 120.0 0.7–1.0 0.15
3 Hog 22.0 44.0 0.7–1.0 0.15
4 Hog 15.0 66.0 1.0–1.3 0.15
5 Hog 15.0 30.0 0.7–0.8 0.15
6 Hog 15.0 45.0 0.7–0.8 0.15
7 Hog 14.0 30.0 0.5–0.7 0.15
8 Hog 12.5 20.0 0.5–1.0 0.15
9 Hog 23.5 14.5 0.7–2.0 0.15

10 Hog 17.0 34.0 0.5–1.0 0.15
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Hydraulic Analysis of a
Reversible Fluid Coupling
This paper presents a hydraulic analysis of a fluid coupling which is designed to operate
either in a forward or reverse mode when a set of turning vanes are respectively with-
drawn or inserted into the flow between the driving and driven rotors. The flow path is
subdivided into a set of streamtubes and an iterative method is used to adjust the cross-
sectional areas of these streamtubes in order to satisfy radial equilibrium. Though the
analysis requires the estimation of a number of loss coefficients, it predicts coupling
performance data which are in good agreement with that measured in NAVSSES tests of
a large reversible coupling intended for use in a ship drive train.
@DOI: 10.1115/1.1350819#

1 Introduction
Fluid couplings and torque converters are now commonly used

in a wide variety of applications requiring smooth torque trans-
mission, most notably in automobiles. They usually consist of an
input shaft that drives a pump impeller which is closely coupled to
a turbine impeller that transmits the torque of an output shaft
coaxial with the input shaft. The fluid is usually hydraulic oil and
the device is normally equipped with a cooling system to dissipate
the heat generated. In a typical fluid coupling used, for example,
in a ship propulsion system, the pump and turbine are mounted
back to back with little separation between the leading and trailing
edges of the two impellers. It is common to use simple radial
blades and a higher solidity~the present pump rotor has 30 vanes!
than would be utilized in most conventional pumps or turbines
~Stepanoff@1#, Brennen@2#!. A torque converter as used in auto-
motive transmission systems has an added set of stator vanes
mounted between the turbine discharge and the pump inlet.

In the present paper, we present a hydraulic analysis of another
variant in this class of fluid transmission devices, namely a revers-
ible fluid coupling. This device was developed and built by
Franco Tosi in Italy in conjunction with SSS Gears Ltd. in the
U.K. and is described in detail in Fortunato and Clements@3#,
Clements and Fortunato@4# and Clements@5#. Tests on the device
conducted by the US Navy~NSWC Philadelphia! are documented
in Nufrio et al. @6# ~see also, Zekas and Schultz@7#!. This paper
presents a method of analysis of the performance of such devices
and uses one of the Franco Tosi designs tested by NSWC as an
example. As shown diagrammatically in Fig. 1, the reversible
fluid coupling has an added feature, namely a set of guide- vanes.
With the vanes retracted the device operates as a conventional
fluid coupling and the direction of rotation of the output shaft is
the same as the input shaft. When the vanes are inserted, the
direction of rotation of the output shaft is reversed. In traditional
terms, the reversible fluid coupling can, in theory, operate over a
range of slip values fromS50 to S52. In the present paper, we
utilize overall coupling performance data obtained by NSWC and
several investigations of flow details carried out by WesTech Gear
Corporation.

A number of recent papers have demonstrated how complex
and unsteady the flow is in torque converters~see, for example,
By and Lakshminarayana@8#, Brun et al.@9#, Gruver et al.@10#!.
Due, in part, to the need to operate the machines over a wide
range of slip values, the incidence angles on the impeller blades
tend to be very large thus generating substantial flow separation at

the leading edges as well as much unsteadiness and high turbu-
lence levels. To accommodate these violent flows and to force the
flow to follow the vanes at impeller discharge, the solidity of the
impellers is usually much larger than would be optimal in other
turbomachines.

Though several efforts have been made to compute these flows
from first principles~By et al.@11#, Schulz et al.@12#!, such com-
plex, unsteady and turbulent flows with intense secondary flows
are very difficult to calculate because of the lack of understanding
of unsteady turbulent flows. In the present paper we begin with a
simple one-dimensional analysis of the flow in a reversible fluid
coupling. This one-dimensional analysis may be used as a first-
order estimate of the coupling performance. Alternatively, it can
be applied to a series of streamtubes into which the coupling flow
is divided. Such a multiple streamtube~or two-dimensional flow!
analysis allows accommodation of the large variations in flow
velocity and inclination which occur between the core and the
shell of the machine.

In the multiple streamtube analysis the flow is subdivided into
streamtubes as shown in Fig. 2; all the data presented here used
ten streamtubes of roughly similar cross-sectional area. The flow
in each streamtube is characterized by meridional and tangential
components of fluid velocity,ui andv i , at each of the transition
stations,i 51,2,3, between the turbine and the pump (i 51), be-
tween the pump and the turning vanes (i 52) and between the
turning vanes and the turbine (i 53). A typical velocity triangle,
in this case for the transition stationi 51, is included in Fig. 3; the
velocity triangles for the other transition stations are similar.

Later we will present measured performance data for the re-
versible coupling whose basic geometry is listed in Table 1.

In the multiple streamtube analysis, the mean radius of thej th
streamtube~the numbering of the streamtubes is shown in Fig. 2!
at each of the locationsi 51,2,3 is defined byr̄ j ,i . Since the
distribution of velocity will change from one station to the other,
only one of these three sets of streamtube radii can be selecteda
priori . We chose to select the seriesr̄ j ,1 at the turbine/pump tran-
sition. It follows that r̄ j ,2 and r̄ j ,3 , the streamtube radii at the
pump discharge and at the turning vane discharge must then be
calculated as a part of the solution. Discussion of how this is
accomplished is postponed until the solution methodology is de-
scribed in Section 3.

2 Basic Equations
The process of power transmission through the coupling~oper-

ating under steady state conditions! will now be delineated. In the
process, several loss mechanisms will be identified and quantified
so that a realistic model for the actual interactions between the
mechanical and fluid-mechanical aspects of coupling results.
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2.1 Pump. The power input to the pump shaft is clearly
NpTp . Some of this is consumed by windage losses in the fluid
annulus between the pump shell and the stationery housing. This
is denoted by a pump windage torque,Tpw , which will be pro-
portional toNp

2. Included in this loss will be the shaft seal loss as
it has the same functional dependence on pump speed. It is con-
venient to denote this combined windage and seal torque,Tpw , by
a dimensionless coefficient,Cpw , whereTpw5CpwrR5Np

2. Ap-
propriate values ofCpw can be obtained, for example, from Balje
@13# who indicates values of the order of 0.005.

Furthermore, the labyrinth seal in the core between the pump
and turbine rotors causes direct transmission of torque from the
pump shaft to the turbine shaft. This torque, which is proportional
to (Np2Nt)

2, will be denoted byTs and is represented by a seal
windage torque coefficient,Csw , defined as

Ts5CswrR3~r b
22r c

2!~Np2Nt!
2 (1)

A comparison with the experimental data~Section 4! suggests a
value ofCsw of about 0.014. In referring to this labyrinth seal, we
should also observe that the leakage through this seal has been
neglected in the present analysis.

It follows that the power available for transmission to the main
flow through the pump isNp(Tp2Tpw2Ts) and this manifests
itself as an increase in the total pressure of the flow as it passes
through the pump. For simplicity, the present discussion will em-
ploy a two-dimensional representation of the fluid flow in which
the flow is characterized at any point in the circuit by a single
meridional velocity,ui , and a single tangential velocity,v i , at the
appropriate rms radius. In practice, these quantities will vary over
the cross section of the flow and this variation is considered later.
At this stage it is not necessary to introduce this complexity. The
power balance between the mechanical input, the losses and the
ideal fluid power applied to the pump, then yields

Np~Tp2Tw2Ts!5QHpi (2)

where, from the application of angular momentum considerations
in the steady flow between pump inlet (i 51) and pump outlet
( i 52), the pump head rise,Hpi , is given by

Hpi5rNp~r 2v22r 1v1! (3)

More specifically,Hpi will be referred to as the ideal pump total
pressure rise in the absence of fluid viscosity when the pump
would be 100 percent efficient. However, in a real, viscous flow,
the actual total pressure rise produced,Hp , is less thanHpi ; the
deficit is denoted byHpl where

Hp5Hpi2Hpl (4)

Fig. 1 Cross section of reversible fluid coupling showing key
locations in the fluid cavity

Fig. 2 Sketch showing the subdivision of the flow into stream-
tubes

Fig. 3 Velocity triangle at the turbine Õpump transition station,
iÄ1. Flow is from the right to left, the direction of rotation is
upward and the angles are shown as they are when they are
positive.

Table 1 Basic geometric data for the reversible coupling

Pump discharge vane angle,bp , at shell 0 deg
Pump discharge vane angle,bp , at core 0 deg
Turbine discharge vane angle,b t , at shell 31.5 deg
Turbine discharge vane angle,b t , at core 44 deg
Turning vane discharge angle,bv 255 deg
Pump inlet vane angle,dp , at shell 217 deg

Pump inlet vane angle,dp , at core 210 deg
Turbine inlet vane angle,d t , at shell 0 deg
Turbine inlet vane angle,d t , at core 0 deg
Turning vane inlet angle,dv 55 deg
Outer core radius/Outer shell radius,r b 0.861
Inner core radius/Outer shell radius,r c 0.592
Inner shell radius/Outer shell radius,r d 0.29
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This total pressure loss,Hpl , is difficult to evaluate accurately and
is a function, among other things, of the angle of attack on the
leading edges of the vanes. Note that the angle of attack,ap , on
the pump blades is given by

ap5tan21H v12r 1Np

u1
J 2dp (5)

In the present context the total pressure loss,Hpl , is ascribed to
two coefficients,Cpa , and Cpb . The first coefficient,Cpa , de-
scribes a loss which is a fraction of the dynamic pressure based on
the component of relative velocity parallel to the blades at the
pump inlet. The second coefficient,Cpb , describes a loss which is
a fraction of the dynamic pressure based on the component of the
pump inlet relative velocity perpendicular to the blades. Thus

Hpl5
r

2
@u1

21~v12r 1Np!2#@Cpa1~Cpb2Cpa!sin2ap# (6)

The coefficientsCpa andCpb can be estimated using previous
experience in pumps. Though there are many possible representa-
tions of the pump total pressure loss, the above form has several
advantages. First, at a given flow rate, the loss is appropriately a
minimum whenap is zero, a condition which would correspond
to the design point in a conventional pump. And this minimum
loss is a function only ofCpa . On the other hand, at shut-off~zero
flow rate! the loss is a function only ofCpb . These relations
permit fairly ready evaluation ofCpa and Cpb in conventional
pumps given the head rise and efficiency as a function of flow
rate. Typical values ofCpa andCpb are of the order of unity; but
the value ofCpa must be less than the value ofCpb , the differ-
ence representing the effect of the inlet vane angle on the losses in
the pump.

The hydraulic efficiency of the pump,hp , is 12Hpl /Hpi . In a
conventional centrifugal pump for whichv150, the maximum
design point efficiency,hp , is expected to be about 0.85. With the
kind of uneven inlet flow to be expected in the present flow a
lower value of the order of 0.80 is more realistic. This value
provides one relation forCpa andCpb .

2.2 Turbine. We now jump to the turbine output shaft and
work back from there. The power delivered to the turbine shaft is
NtTt . As in the pump there are windage losses,NtTtw , where the
windage torque,Ttw , is described by a dimensionless coefficient,
Ctw5Ttw /rNt

2. Then the power delivered to the turbine rotor,
Nt(Tt1Ttw2Ts), by the main flow through the turbine is related
to the ideal total pressure drop through the turbine,Hti , by

Nt~Tt1Ttw2Ts!5QHti (7)

where, again, from angular momentum considerations

Hti5Nt~r 2v32r 1v1! (8)

With an inviscid fluid,Hti would be the actual total pressure drop
across the turbine. But in a real turbine the actual total pressure
drop is greater by an amount,Htl , which represents the total
pressure loss in the turbine, and hence

Ht5Hti1Htl (9)

In a manner analogous to that in the pump, the total pressure
loss in the turbine,Htl , is ascribed to two coefficientsCta and
Ctb . The first coefficient,Cta , describes a loss which is a fraction
of the dynamic pressure based on the component of relative ve-
locity parallel to the blades at the turbine inlet. This coefficient
essentially determines the minimum loss at the design point where
the angle of attack,a t , is zero. The second coefficient,Ctb , de-
scribes a loss which is a fraction of the dynamic pressure based on
the component of the turbine inlet velocity perpendicular to the
blades. Thus

Htl5
r

2
@u3

21~v32r 3Nt!
2#@Cta1~Ctb2Cta!sin2 a t# (10)

where the angle of attack,a t , on the turbine blades is given by

a t5tan21H v32r 2Nt

u3
J 2d t (11)

As in the case of the pump, appropriate values ofCta andCtb are
of the order of unity and should be such as to yield a stand-alone
turbine efficiency,Hti /Ht of the order of 0.85. However,Ctb must
be greater thanCta to reflect the appropriate effect of the inlet
vane angles on the hydraulic losses.

2.3 Turning Vanes. The geometry of a turning vane used in
the coupling discussed here is shown in Fig. 4.

The total pressure rise produced by the pump,Hp , is equal to
the total pressure drop across the turbine,Ht , plus the total pres-
sure drop across the turning vanes,Hv , so that

Hp5Ht1Hv with the turning vanes inserted (12)

Hv50 with the turning vanes retracted (13)

It is this balance which essentially determines the flow rate,Q,
and the meridional velocities,ui . The total pressure drop across
the vanes,Hv , is described a loss coefficient defined by

Cv52Hv /r~v3
21u3

2! (14)

Though bothHv andCv will vary with the angle of attack of the
flow on the turning vanes,av , we have not exercised that option
here since there is no independent information on the turning vane
performance. Estimates from experience suggest thatCv should
lie somewhere between about 0.3 and 1.0.

2.4 Turbine Partial Admission Effect. Due to the large
blockage effects of the turning vanes, the flow discharging from
the vanes consists of an array of jets interspersed with relatively
stagnant vane wakes. This means that during reverse operation the
turbine experiences inlet conditions similar to those in a partial
admission turbine. In the hydraulic analysis we can approximately
account for these partial admission effects by taking note of the
following property of partial admission. Consider and compare
the flux of angular momentum in the flow into the turbine, first,
for full admission and, second, for partial admission. Under uni-
form, full admission conditions,u3 and v3 are independent of
circumferential position and the flux of angular momentum enter-
ing the turbine is proportional tou3v3 . If the swirl angle were

Fig. 4 Cross section of a turning vane
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defined by the turning vane discharge angle then this reduces to
u3

2 tanbv . On the other hand, a partial admission flow consisting
of jets with velocity componentsu3* ,v3* alternating with stagnant
wakes of zero velocity would have a flux of angular momentum
equal toku3* v3* wherek is the fraction of the cross-sectional area
occupied by the jets (0,k,1). But if the total flow rate is the
same in both cases thenu3* 5u3 /k and if the jets are parallel with
the turning vane discharge angle thenv3* 5u3* tanbv . Hence the
flux of angular momentum becomesu3

2 tanbv /k. In other words,
the blockage which creates the jets and wakes also leads to an
increasein the flux of angular momentum by the factor, 1/k.

To account for this in the flow analysis, the appropriate angular
momentum flux~which is essential to the basic principles of the
pump or turbine! can be maintained by inputting aneffectiveturn-
ing vane discharge angle denoted bybv* . Comparing the above
expressions the effective turning vane discharge angle is given by

tanbv* 5tanbv /k (15)

Hence by inputting a somewhat larger than actual turning vane
discharge angle we can account for these partial admission effects.

The problem therefore reduces to estimating an appropriate
value fork from the experimental measurements. For this purpose,
we develop the relation betweenk and the loss coefficient for the
turning vanes,Cv . If the total head of the jets is assumed to be
equal to the upstream total head~at location i 52!, then it is
readily shown that themeantotal head of the discharge~including
the wakes! implies the following relation betweenk andCv :

k5H 12Cv tan2 bv

11Cv
J 1/2

(16)

The value ofCv50.36 which is deployed later along with the
appropriatebv5255 deg yieldbv* 5272.8 deg and a blockage
ratio ~or partial emission factor! of k50.44 which seems reason-
able given the geometry of the turning vane cascade.

3 Solution of the Flow

3.1 Solution for an Individual Streamtube. Consider first
the solution of the flow in an individual streamtube where it is
assumed that the velocity at any location in the circular path~Fig.
2! can be characterized by a single meridional and a single tan-
gential velocity. Assume for the moment that the radial positions
of the streamtube are known; then the inlet and discharge angles
encountered by that particular streamtube at those radial positions
at each of the transition stations can be determined. Then for a
given slip,S512Nt /Np , the first step is to solve the flow equa-
tion ~12! or more specifically:

Hpi2Hpl5Hti1Htl1Hv (17)

to obtain the flow rate and velocities. The procedure used starts
with a trial value ofu1 . Values ofu2 ,u3 follow from continuity
knowing the areasAi :

ui5u1A1 /Ai , i 52,3 (18)

Furthermore, it is assumed that the relative velocity of the flow
discharging from the pump, the turning vanes or the turbine is
parallel with the blades of the respective device~or the effective
angle in the case of the turning vanes!. Given the high solidity of
the pump and turbine, this is an accurate assumption. This allows
evaluation of the tangential velocities:

v15r 1Nt1u1 tanb t (19)

v25r 2Np1v2 tanbp (20)

where r 1 and r 2 are rms channel radii at each location andv3
5v2 for the turning vanes retracted andv35u3 tanbv for the
turning vanes inserted. These relations can then be substituted into
the definitions~3!, ~8!, ~6!, ~10!, and ~14! to allow evaluation of

all the terms in Eq.~17!. That equation is not necessarily satisfied
by the initial trial value foru1 . Hence an iteration loop is ex-
ecuted to find that value ofu1 which does satisfy Eq.~17!. The
velocities and flow rate are thus determined for a given value of
the slip.

3.2 Multiple Streamtube Solution. As described in the last
section, the multiple streamtube analysis begins with a set of
guessed values for the streamtube locations at the transition sta-
tions, i 52 andi 53. It also begins with an assumed value for the
flowrate in each streamtube~more specifically an assumed value
of u151!. Then the method of the last section is used to solve for
the flow and allows evaluation of the total pressure changes and
losses in each streamtube. Then, the degree to which Eq.~17! is
satisfied is assessed. This leads to an improved value ofu1 and the
process is repeated to convergence~only three or four cycles are
necessary!. By doing this for each streamtube we obtain the total
pressure and the static pressure differences between all three lo-
cations for each streamtube.

The principle by which the streamtube geometry is adjusted is
that the flows in each of the three locations should be in radial
equilibrium. This implies that, at each of the locationsi 51,2,3,
the flow must satisfy

S ]P

]r D
i

5
rv i

2

r i
(21)

whereP is the static pressure. Application of this condition at the
turbine/pump transition station (i 51) establishes the static pres-
sure difference between each streamtube. Then using the informa-
tion from the flow solution on the static pressure differences be-
tween transition stations we can establish the pressure distribution
between the streamtubes at transition stationsi 52 andi 53. Then
using Eq.~21! we examine whether the flows in these locations
are in radial equilibrium. Given the initial trial values ofr̄ j ,2 and
r̄ j ,3 , this will not, in general, be true. The method adjusts the
values of r̄ j ,2 and r̄ j ,3 and then repeats the entire process until
radial equilibrium is indeed achieved at transition stationsi 52
and i 53. This requires as many as 30 iterations.

3.3 Power Transmission Summary. This completes the
description of the power transmission through the coupling which
is summarized in Table 2. The overall efficiency of the coupling,
h, is given by

h5
NtTt

NpTp
5

QHti2NtTtw1NpTs

QHpi1NpTpw1NpTs
(22)

or substituting from Eqs.~4! and ~9!:

h5
Nt~r 2v32r 1v1!2~NtTtw1NtTs!/Q

Np~r 2v22r 1v1!1~NpTpw1NpTs!/Q
(23)

Table 2 Power transmission losses

Pump shaft power 5NpTp

Power lost in pump windage 5NpTpw

Power to turbine through seal 5NpTs

Power to main pump flow 5QHpi

5Np(Tp2Tpw2Ts)
Power in main flow out of pump 5Q(Hpi2Hpl)
Power lost in turning vanes 5QHv

Power in flow entering turbine 5Q(Hpi2Hpl2Hv)
5Q(Hti1Htl)

Power to turbine rotor by flow 5QHti

5Nt(Tt1Ttw2Ts)
Power to turbine through seal 5NtTs

Power lost in turbine windage 5NtTtw

Turbine shaft power 5NtTt
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This expression demonstrates an important feature of the revers-
ible coupling. In the forward mode with the vanes removed,v2
5v3 , the quantities in first parentheses in the numerator and de-
nominator are identical. Therefore, if the windage torques,Ttw
andTpw , are small as is normally the case and ifQ is not close to
zero ~as can only happen close toS50! then the coupling effi-
ciency is close toNt /Np512S. Thus, in the forward mode, only
the windage losses cause the efficiency to deviate from 12S. On
the other hand, no such simple relation exists in the reverse mode.

Apart from the overall efficiency,h, two other coupling char-
acteristics will be presented, namely the pump torque coefficient,
Cp , and the turbine torque coefficient,Ct . Note the choice ofNp
in the denominator forCt .

4 Comparison With Experiments

4.1 Experimental Data. The efficiency, torque coefficients
and fluid velocities measured during tests of the coupling con-
ducted by NAVSSES~using an oil of density 849 kg/m3! at a
input ~or pump! speed of 1000 rpm will be compared to the results
of the present analytical model. Note that although three graphs
for h, Cp andCt are presented, these only represent two indepen-
dent sets of data sinceh5Ct(12S)/Cp .

4.2 Performance. A typical set of results for the perfor-
mance of the coupling are presented in Figs. 5 and 6. The coeffi-
cientsCpa , Cpb , Cta , Ctb , andCva ~and, to a lesser extent,Cw
andCsw! were chosen to match the experimental data by proceed-
ing as follows. First note thatCw andCsw have little effectexcept
close toS50. In fact, the peak inh nearS50 is almost entirely
determined byCw and values ofCw50.02 were found to fit the
data nearS50 quite well. This value is also consistent with pre-
vious experience on windage coefficients~Balje @13#!. Similarly
past experience would suggest a value of 0.005 for the seal wind-
age coefficient,Csw .

Turning to the pump, turbine and turning vane loss coefficients,
it is clear that the turning vanes have no effect on forward perfor-
mance (S,1). Hence the pump and turbine loss coefficients were
chosen to match this data. In this regard the efficiency is of little
value since the forward efficiency is always close to (12S). Val-
ues of Cpa5Cta50.7 andCpb5Ctb51.0 seemed to match the
forward torque coefficients well. These could be supported by the
argument that all the dynamic head normal to the vanes at inlet
will likely be lost ~thusCpb5Ctb51.0! and a high fraction of that
parallel with the vanes is also likely to be lost~thus Cpa5Cta
50.7!. Note that the results presented are not very sensitive to the
precise values used for these loss coefficients. It should also be
noted that these loss coefficients yield sensible peak efficiencies
for the pump or turbine when these are evaluated for stand-alone
performance~respectively 79 percent and 86 percent!.

Finally, then, we turn to the reverse performance (S.1) with
only one loss coefficient left to determine, namely the loss due to
the turning vanes,Cva . In the example shown a value ofCva of
0.36 yields values of the efficiency which are consistent with the
experimental results.

Note that if the coefficients described above were used with the
actual turning vane discharge angle, there would be substantial
discrepancies between the observed and calculated results; this
helps to confirm the analysis of section and the use of the effective
turning vane discharge angle,bv* 5272.8 deg.

4.3 Velocity Distributions. The multiple streamtube ap-
proach also provides information on the distributions of flow,
angles of attack, etc. within the coupling and demonstrates how
these change with slip. Examination of the results revealed several
ubiquitous nonuniformities and one example, presented in Fig. 7,
will suffice to illustrate these. At low slip values in forward op-
eration the meridional velocity profiles are very nonuniform. This
nonuniformity consists of much higher meridional velocities near

Fig. 5 Efficiency and torque coefficients for the reversible
coupling using CpaÄCtaÄ0.7, CpbÄCtbÄ1.0, CvÄ0.36, Csw
Ä0.02, CwÄ0.005 and an effective turning vane discharge angle
of À72.8 deg

Fig. 6 Velocity of turning vane discharge jets for the same
conditions as listed in Fig. 5
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the axis in the turbine-to-pump transition and at the outer radius in
all the transitions. As the slip increases in forward operation this
nonuniformity decreases; nearS51 it has disappeared at the
pump-to-turbine transition but remains at the turbine-to-pump
transition. When the turning vanes are inserted, the velocity pro-
files show a highly nonuniform character in the pump-to-turning-
vane transition but this is almost completely evened out by the
turning vanes. The turbine-to-pump nonuniformity nearS51 is
not too dissimilar to that in forward operation nearS51. How-
ever, it is interesting to note that this nonuniformity is reversed as
S52 is approached. These changing nonuniformities are impor-
tant because they imply corresponding changes in the distribution
of the angles of attack on the pump, turning vanes, and turbine.
Consequently, the optimal vane inclination distributions~which
would have as their objective uniform angles of attack! are differ-
ent for forward and reverse operation.

5 Conclusions
This paper presents a hydraulic analysis of a reversible fluid

coupling operating over a range of slip values in both forward
(0,S,1) and reverse (1,S,2) operation. The analysis em-
ploys estimated loss coefficients for the pump, turbine, turning
vanes, windage, and core seal. It splits the flow into an array of
streamtubes with pressure balancing adjustment across those
streamtubes and solves to find the fluid velocities, flow rate, and
static pressures at each of the transition stations for each stream-
tube. This information then allows evaluation of the overall per-
formance characteristics including the efficiency and the pump
and turbine torque coefficients. Comparison with data from the
full scale testing~conducted by the U.S. Navy! of a reversible
fluid coupling made by Franco-Tosi demonstrates good agreement
between the analysis and the experiments. While the analysis in-
volves the selection and identification of a number of hydraulic
loss coefficients, the values of the coefficients do appear to be
valid over a wide range of operating points, slip values, and
speeds. Moreover, though these coefficients are necessarily spe-
cific to the particular coupling studied, they nevertheless provide
benchmark guidance for this general class of machine.

When the coupling is operated in the forward mode, the flow
rates are small and hence the hydraulic losses are quite minor.
Thus the efficiency is close to the ideal. However, as the slip
increases, the flow rates become larger and the hydraulic losses
~which increase like the square of the flowrate! become substan-
tial. Under these conditions the device behaves much more like an
interconnected pump and turbine than a conventional fluid cou-
pling and the overall efficiency is similar to that one would expect
from a device which links drive trains through a combination of a
pump and a turbine. Even under the best of circumstances the
analysis suggests that the efficiency of this generic type of cou-
pling could not be expected to exceed 60 percent in the reverse
mode.

The analysis presented here also demonstrates that, since it is
used over a wide range of slip values, a reversible fluid coupling
must operate over a wide range of angles of attack of the flows

entering the pump and turbine rotors. With fixed geometry rotors,
this inevitably results in substantial hydraulic losses, particularly
in the reverse mode. Choosing the inlet blade angles in order to
minimize those losses is not simple and it is not clear how the
fixed geometry should be chosen in order to achieve that end.
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Nomenclature

Ai 5 cross-sectional area of flow ati 51,2,3
Cp 5 pump torque coefficient,Cp5Tp /rR5Np

2

Ct 5 turbine torque coefficient,Ct5Tt /rR5Np
2

Cpw ,Ctw 5 pump and turbine windage loss coefficients
Csw 5 seal windage torque coefficient

Cpa ,Cpb 5 pump hydraulic loss coefficients
Cta ,Ctb 5 turbine hydraulic loss coefficients

Cv 5 loss coefficient for the turning vanes
Hp ,Hpi 5 actual, ideal total pressure rise across pump
Ht ,Hti 5 actual, ideal total pressure drop across turbine

Hpl ,Htl ,Hv 5 total pressure losses in pump, turbine, turning
vanes~nondimensionalized byrR2Np

2!
k 5 turning vane discharge blockage ratio

Np ,Nt 5 angular velocities of the pump, turbine~rad/s!
Pi 5 fluid pressure at locationsi 51,2,3
Q 5 volume flow rate of fluid
R 5 outer shell radius~0.5 m!
r i 5 radial position in the flow~m!
r b 5 outer core radius/R
r c 5 inner core radius/R
r d 5 inner shell radius/R

r̄ j ,i 5 mean radius ofj th streamtube/R
S 5 slip512Nt /Np

Tp ,Tt 5 shaft torques for the pump, turbine
Ts 5 torque in seal between pump1turbine rotors

Tpw ,Ttw 5 windage torques for the pump, turbine
ui 5 meridional component of fluid velocity at sta-

tions i 51,2,3(5Q/Ai)
v i 5 tangential fluid velocity ati 51,2,3

ap ,a t ,av 5 angles of attack of flow on pump, turbine, turn-
ing vanes~relative to axial plane!

bp ,b t ,bv 5 discharge vane angles for pump, turbine, turning
vanes~relative to axial plane!

bv* 5 effective discharge angle for turning vanes
dp ,d t ,dv 5 inlet vane angles at pump, turbine, turning vanes

~relative to axial plane!
h 5 overall coupling efficiency,h5NtTt /NpTp
r 5 fluid density

Fig. 7 Meridional velocity distributions at the transition stations for four different slip values
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Hydraulic Performance of a
Mixed-Flow Pump: Unsteady
Inviscid Computations and Loss
Models
The hydraulic performance of an industrial mixed-flow pump is analyzed using a three-
dimensional potential flow model to compute the unsteady flow through the entire pump
configuration. Subsequently, several additional models that use the potential flow results
are employed to assess the losses. Computed head agrees well with experiments in the
range 70 percent–130 percent BEP flow rate. Although the boundary layer displacement
in the volute is substantial, its effect on global characteristics is negligible. Computations
show that a truly unsteady analysis of the complete impeller and volute is necessary to
compute even global performance characteristics; an analysis of an isolated impeller
channel and volute with an averaging procedure at the interface is inadequate.
@DOI: 10.1115/1.1365121#

1 Introduction

Over the past few years, there is a tendency toward the devel-
opment of numerical methods based on the Navier-Stokes equa-
tions with turbulence models, in order to account for viscous ef-
fects like wakes, boundary layers, secondary flow and separation.
However, current methods are of limited suitability as part of a
design tool given their extreme requirements in terms of computer
resources. In addition, other open problems in such computations
are~see Gu¨lich @1#!: ~i! accurate modeling of boundary layer tran-
sition and separation~Muggli et al. @2#!; ~ii ! the choice of an
appropriate turbulence model that accounts for the effects of
three-dimensional boundary layers, curvature and rotation~Rodi
@3#; Speziale@4#, Lakshminarayana@5#, Schilling @6#!; ~iii ! inter-
action between impeller and diffuser~Gülich and Egger@7#!; and
~iv! influence of mesh size near solid walls on prediction of losses
~Gülich et al., @8#!.

For most pumps operating near design conditions, the influence
of viscosity is restricted to thin boundary layers and wake areas.
The core of the flow is governed by the influence of centrifugal
and Coriolis forces due to rotation and curvature, and can thus be
predicted fairly accurately by means of three-dimensional inviscid
methods. If one further assumes the incoming flow to be irrota-
tional ~e.g., a uniform pipe flow!, the core of the flow in hydraulic
pumps can be modeled as an incompressible potential flow.

In this paper, we evaluate the use of a potential flow method
capable of computing the three-dimensional unsteady flow in a
complete mixed-flow pump. All impeller channels, as well as the
casing of the pump, are treated simultaneously, thus allowing the
instantaneous impeller flow to be different from one channel to
the other. Also, the interaction between the flow in the impeller
and the pump casing~e.g., backflow from the volute into the im-
peller! can be simulated by this method. The method is extended
with additional standard models to account for viscous losses.
Input of these models is supplied by the inviscid computation. A
scale model of an industrial mixed-flow pump is analyzed for
which measurements of the overall performance characteristics

head and efficiency are available. The necessity of performing
unsteady whole-pump computations even for global performance
characteristics will be shown.

2 Computational Method

2.1 Unsteady 3D Potential Flow Model. Many investiga-
tors have presented numerical methods for computing the steady
potential flow inside an impeller channel in two or three dimen-
sions, or the unsteady potential flow in complete impeller-volute
configurations in two dimensions~e.g., Daiguji@9,10#, Maiti et al.
@11#, Chen and Sue@12#, Badie et al.@13#!.

A very efficient numerical method has been developed for solv-
ing the unsteady three-dimensional potential flow through entire
pump configurations~van Esch@14#, Kruyt et al. @15#!. With this
method, the instantaneous flow through each of the impeller chan-
nels, which in general differs from one channel to the other, and
the casing can be calculated simultaneously. By introducing a
sliding interface in the computational domain between the impel-
ler and the casing of the pump, the rotating motion of the impeller
relative to the volute is simulated. Leakage flows are not ad-
dressed directly in these computations. Instead, the effect of leak-
age is computed using an additional model~Section 2.6!.

Although, strictly speaking, secondary flows cannot be simu-
lated with an inviscid method since no boundary layers are con-
sidered, the resulting flow through the impeller is by no means
homogeneous. After all, a potential model truly accounts for
centrifugal- and Coriolis forces due to rotation and curvature. As
a result, the typical flow relative to the impeller channels shows a
vortical structure near the hub, counterrotating with respect to the
shaft direction of rotation, and a similar vortex in the meridional
plane near the pressure surface of the blades, rotating in a direc-
tion from hub to shroud at the leading edge and from the shroud
back to the hub near the trailing edge. These vortices tend to be
more pronounced at low flow rates.

The potential flow model is implemented as a multi-block finite
element method, employing the superelement approach~Zienk-
iewicz and Taylor@16#!. Systems of equations are solved by a
direct method. By employing linear elements in combination with
the SPR-technique for velocity~Zienkiewicz and Zhu@17#!,
second-order accuracy for potential, velocity and pressure was
found ~van Esch@14#!. To determine the blade loading, the Kutta
condition is imposed at all nodes located on the trailing edges of
the impeller blades. As the loading of the blades is nonuniform
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~along the blades’ span! as well as time-dependent, unsteady
wakes emanate from the blades’ trailing edges. The unsteadiness
of the wakes is simulated by vortices which are shed downstream
with the local mean velocity along a sheet of zero thickness. The
strength of a vortex is equal to the change of the local blade
circulation over the timestep considered.

2.2 Boundary Layer Model. Quantities like boundary
layer displacement thickness and momentum thickness are com-
puted using a steady one-dimensional thin shear layer~TSL!
method in integral formulation. A method like this can be applied
at isolated streamlines along solid surfaces. The method of
Thwaites@18# is employed for the laminar part of the boundary
layer, while Green’s ‘‘lag entrainment method’’~Green et al.
@19#! is used for the turbulent part. Thwaites’ criterion is em-
ployed to predict laminar separation~Thwaites@18#!:

d2
2S ]ve

]s D Y n<20.082 (1)

whered2 denotes the momentum thickness,ve the velocity out-
side of the boundary layer,n the viscosity, ands the local coor-
dinate along the streamline. According to Mayle@20#, the free-
stream turbulence intensity in many turbomachinery applications
is high enough to be responsible for transition of the boundary
layer ~bypass-transition!. He showed that a correlation of experi-
ments indicates the following criterion for bypass transition

Red2 ,t5400 Tu25/8 (2)

where Red2 ,t is the Reynolds number based on momentum thick-
ness at transition, and Tu denotes the turbulence intensity~per-
cents!. This simple criterion appears to be valid for zero-pressure
gradient flows (0.2,Tu,10), as well as for flows encountering
adverse and favorable pressure gradients where Tu is larger than 3
percent. For turbulence levels exceeding 1 percent, this transition
criterion is not influenced by convex or~mild! concave curvature
~see Mayle@20#, for a discussion!. Relaminarization~or reverse
transition! of a turbulent boundary layer is expected to occur if the
acceleration parameter, defined asK5n(]ve /]s)/ve

2, exceeds the
value of 3(10)26. Also, transition from a laminar to a turbulent
state is suppressed at these levels of acceleration.

Streamline curvature and rotation induce additional centrifugal
and Coriolis accelerations in the boundary layer equations. How-
ever, for mild curvature and rotation, these extra accelerations
need not be considered in the TSL approximation~Bradshaw
@21#!. The following conditions should hold for this approxima-
tion

d

R
«1 and

Vd

ve
«1 (3)

whereR is the radius of streamline curvature,d the boundary layer
thickness,V the rotational speed, andve the velocity outside of
the boundary layer. In the current applicationd/R typically has
values between 0 and 0.02 at the blade suction side and between 0
and 0.05 at the pressure side, whileVd/ve ranges between 0 and
0.03 at the suction side and between 0 and 0.05 at the pressure
side. Still, rotation and curvature do have an influence on the level
of Reynolds stress in the turbulent boundary layer. It is accounted
for by a correction of the mixing length, that is present in the lag
entrainment method, with a factor 1/F, where

F511bcRic1bVRiV (4)

with Ric52(ve /R)/(]v/]n) and RiV522V/(]v/]n) the Rich-
ardson numbers for curvature and rotation, respectively,v the
velocity in the boundary layer andn the direction normal to the
surface.bc and bV are empirically determined constants:bc
equals 7 for convex walls and 4.5 for concave walls~Bradshaw
@22#!, andbV has an approximate value of 6~Johnston and Eide
@23#!.

The criteria for separation of turbulent boundary layers to oc-
cur, as indicated in the literature, vary considerably; values for the
shape factorH125d1 /d2 are in the range 2.0–4.0~Schlichting
@24#!. Here it is assumed that a turbulent boundary layer is prone
to separation ifH12 exceeds the value of 2.8.

2.3 Head, Power Loss, and Efficiency. The power Psh
which is applied at the shaft of the pump is only partly converted
into net powerPnet, used to increase the total pressure of the fluid
between inlet and outlet of the pump. A sometimes substantial
part of the shaft power is used to overcome losses in the pump

Psh5Pnet1DP (5)

where DP denotes the overall loss, for example by mechanical
losses in bearings and seals, dissipation in boundary layers and
mixing areas, disk friction at the impeller external surfaces, and
leakage flows through the wear ring. The shaft power is related to
the shaft torqueM sh and the angular velocityV by

Psh5VM sh (6)

while the net power relates to the pump’s headH as

Pnet5rgQH (7)

with r the density,g the gravitational acceleration andQ the flow
rate.

The overall efficiencyh of the pump is simply defined as the
ratio of net power and shaft power

h5
Pnet

Psh
(8)

The shaft power can be written as

Psh5Pfluid1DPd f1DPmech (9)

with Pfluid the power imparted by the impeller to the fluid by
pressure and shear forces,DPd f the power loss due to shear stress
at the impeller external surfaces~disk friction! and DPmech the
power loss due to friction in bearings and seals.

The powerPfluid transferred to the internal fluid relates to the
inviscid headH inv as

Pfluid5rg~Q1Qleak!H inv . (10)

Note that the larger flow rate through the impeller as a result of
leakage flowQleak has been taken into account. The actual head
delivered by the impeller is lower byDHhydr,i as a result of hy-
draulic losses in the impeller

Hi5H inv2DHhydr,i (11)

in which Hi is the head measured between stations located just
up- and downstream of the impeller.Pfluid can now be written as

Pfluid5rgQHi1DPhydr,i1DPleak (12)

in which the hydraulic power loss in the impeller is given by

DPhydr,i5rg~Q1Qleak!DHhydr,i (13)

and the leakage loss by

DPleak5rgQleakHi

5rgQleak~H inv2ḊHhydr! (14)

On passing through the volute of the pump the headHi is
further reduced by hydraulic losses in the volute to its final value
H

H5Hi2DHhydr,v (15)

with DHhydr,v the head loss in the volute.
Combining Eqs.~7!, ~12!, and~15! gives

Pfluid5Pnet1DPhydr,i1DPhydr,v1DPleak (16)

where the power loss in the volute is given by
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DPhydr,v5rgQDHhydr,v (17)

Equations~5!, ~9!, and~16! give the overall power lossDP in its
components

DP5DPhydr,i1DPhydr,v1DPleak1DPd f1DPmech (18)

2.4 Computation of Pfluid. Conservation of angular mo-
mentum in integral form states that

SMA5
]

]t EV
r~r 3v !dV1E

A
r~r 3v !~v.n!dA (19)

whereV is a control volume,A its boundary,n the outward unit
normal vector,v the absolute velocity vector, andr the position
vector. The left-hand side of Eq.~19! denotes the sum of all mo-
ments acting at the boundary of the control volume. The through-
flow areasA1 and A2 immediately up- and downstream of the
impeller can be taken as the boundaries of the control volumeV.
If the shear forces at boundariesA1 andA2 are neglected, the sum
of all momentsMA equalsM fluid , which is the moment exerted by
the impeller on the internal fluid by both shear and pressure forces
and relates toPfluid as

Pfluid5VM fluid (20)

with V the angular velocity. Equation~19! can now be written as

M fluid5rE
A11A2

rvu~v.n!dA (21)

As the instantaneous flow field is different from one impeller
blade channel to the other, as well as dependent on impeller po-
sition with respect to the volute, the integration in Eq.~21! should
include the entire impeller and its value should be averaged in
time. In this expression the time-derivative of Eq.~19! is omitted,
since it does not contribute to the time-average of a periodic
quantity.

Even if the flow in the suction pipe is free of angular momen-
tum, the integral over the inlet surfaceA1 is in general nonzero.
The reason is that the returning leakage flow will carry angular
momentum. From conservation of angular momentum it follows
that the contribution to the integral overA1 is equal to the angular
momentumM leak of the leakage flow upon re-entrance, which is

M leak5rr svu, leakQleak (22)

with r s the radius of the seal or wear ring exit andvu, leak the
averaged circumferential velocity of the leakage flow.

Since in practice the slip for prerotation is very small~Visser
et al. @25#! the integral over the outlet surfaceA2 in Eq. ~21! may
be determined without leakage flow prerotation.

2.5 Hydraulic Power Losses. Irreversible pressure losses
in the internal flow itself are called hydraulic losses. The most
important sources of hydraulic loss a re energy dissipation in
boundary layers along walls, losses through mixing processes, and
losses due to sudden expansions and contractions in through-flow
area. The various losses may be added to obtain the total hydraulic
loss, since the influence of viscosity is relatively small and con-
fined to local areas.

Dissipation Loss in Boundary Layers.The dissipation loss in
attached boundary layers can be quantified using a fairly simple
method based on the dissipation coefficientcD ~Schlichting@24#!.
The dissipation loss can be written as

DPdiss5
1

2
rE cDw3dA (23)

where A denotes the wall surface andw is the velocity of an
inviscid flow tangential to the wall. According to Denton@26# the
dissipation coefficient for turbulent boundary layers is relatively
insensitive to the detailed state of the boundary layer~accelerating
or decelerating!. Denton suggests an average value of 0.0038 for

turbulent boundary layers with Red2
~Reynolds number based on

boundary layer momentum thicknessd2! of order 1000, but it
should be stressed that actual values vary between 0.002 for ac-
celerating flows and 0.005 for flows encountering an adverse pres-
sure gradient. The loss in a laminar boundary layer is also not
very sensitive to its state but it does very much depend on its
thickness~Truckenbrodt@27#!. As a first estimate boundary layers,
both in the impeller and in the volute, are assumed to be turbulent,
with cD50.0038.

Mixing Losses. Two types of mixing are important in pumps:
-mixing of the returning leakage flow with the undisturbed en-
trance flow, and
-mixing of shed vortices from the trailing edges of impeller blades
with the ambient flow.
The power lossDPmix,leak associated with the first type of mixing
can be quantified as follows. Assume that the flow in the suction
pipe upstream of the mixing area is uniform and free of rotation.
Assume further that the leakage flow enters the main flow at right
angles and that downstream of the mixing area the axial flow
component is uniform while the circumferential velocity compo-
nent has a profile which can be written as

vu5ar n (24)

with a and n constant and positive. Applying conservation of
angular momentum~neglecting wall shear! gives the following
expression for the circumferential velocity componentvu after
mixing

a5
n13

2
vu, leak

«

11« S 1

r s
D n

(25)

with vu, leak the circumferential velocity component of the leakage
flow, r s the radius of the seal or wear ring exit, and« defined as

«5
Qleak

Q
(26)

Given that the throughflow areas up- and downstream are equal,
conservation of axial momentum~again neglecting wall shear
stresses! states that

p1rva
25const (27)

with p the static pressure andva the axial velocity component.
Using expressions~24!, ~25!, and ~27!, the change in total pres-
surep0 of the main flow over the mixing area can be written as
~analogous to Denton@26#!

Dp05
1

2
rva

2 ~2«1«2!

~11«!2 2
~n13!2

8
rvu, leak

2 S «

11« D 2S r

r s
D 2n

(28)

with va the axial velocity component after mixing. The first term
on the right-hand side is in excellent agreement with values ob-
tained by experiments for pipe flow T-junctions with negligible
branch area and zero circumferential velocity~e.g., Miller @28#!.
The power loss through mixing, which is defined as the product of
total flow rateQ1Qleak and the mass averaged total pressure loss,
can now be expressed as

DPmix,leak5
1

2
rva

2QleakS 21«

11« D2
~n13!2

8~n11!
rvu, leak

2 QleakS «

11« D
(29)

The value of (n13)2/8(n11) is taken as unity, which is approxi-
mately true for moderate values ofn ~between 0 and 4!. The way
to computevu, leak is described in Section 2.6.

The second type of mixing lossDPmix,wake occurs in wakes
behind blunt trailing edges of impeller~or stator! blades. Accord-
ing to Denton@26# this loss can be quantified by
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DPmix,wake5
1

2
rwref

2 ~Q1Qleak!•F2
Cpbb

W
1

2d2

W
1S d11b

W D 2G
(30)

with b the blade thickness andW the blade tangential pitch, both
at the trailing edge. The sum of the boundary layer displacement
thicknesses at pressure and suction side, at a station near the trail-
ing edge, is given byd1 . The same applies tod2 , the sum of the
momentum thicknesses. The base pressure coefficientCpb is de-
fined by

Cpb52~pb2pref!/~rwref
2 ! (31)

with pb the static pressure just behind the trailing edge andpref
and wref the pressure and velocity at a reference position just
before the trailing edge. In general the value ofCpb will be nega-
tive, with typical values close to20.15. The boundary layer dis-
placement and momentum thickness at the blade trailing edge are
computed by the one-dimensional integral boundary layer method
~Section 2.2!.

Expansion and Contraction Losses.Abrupt changes in
throughflow area result in so-called expansion and contraction
losses. For turbulent flow, the loss of total pressureDp0 as a result
of a sudden expansion can be derived from conservation of mo-
mentum as

Dp0,exp5S 1

b
21D 2 1

2
rv2 (32)

while the equivalent for a sudden contraction is found from ex-
periments to be

Dp0,contr50.45~12b!
1

2
rv2 (33)

~see e.g., Bird et al.@29#!. In both expressionsb denotes the ratio
of the smaller to the larger cross sectional area, andv is the
velocity downstream of the expansion or contraction. The power
loss is subsequently obtained by multiplying the loss of total pres-
sure by the flow rateQ.

2.6 Leakage Loss. In pumps equipped with shrouded im-
pellers, volumetric loss results from leakage flow through the cav-
ity between the shroud of the impeller and the pump housing. It
flows from the pressurized impeller outlet region back to the im-
peller inlet. Wear rings are used to minimize this leakage flow.
The circumferential velocity of the leakage flow is subject to two
driving mechanisms. The first is the inviscid effect of a larger
circumferential velocity at smaller radii, like in a free vortex. The
second effect results from the wall shear stress. It tends to force
the circumferential velocity toward half the velocity of the rotat-
ing wall. When modeling the leakage flow, the cavity region can-
not be neglected as it influences the circumferential velocity dis-
tribution and is responsible for a considerable pressure drop. For
this pump the height of the leakage area is sufficiently small for
the flow to be modeled as a thin lubricant film~Hirs @30#!. A
method similar to that of Childs@31# was implemented to solve
the equations of motion for the bulk-flow through arbitrary com-
binations of cavities and wear rings. It uses Moody’s@32# expres-
sions for the shear stress components~see also Nelson and
Nguyen@33#! and it accounts for the loss~or gain! in static pres-
sure at the entrance, the exit, and at any intermediate abrupt ex-
pansion or contraction. On passing these changes in through-flow
area, the circumferential velocity componentvu may be taken
constant~Denton@26#!. Results for annular seals are in agreement
with the empirical model of Yamada@34#.

Input values for the leakage flow model are the static pressure
difference between entrance and exit of the cavity and the circum-
ferential velocity near the cavity entrance, all circumferentially
averaged. These input values are supplied by the unsteady poten-
tial flow computations without leakage. Once the leakage flow

rate Qleak and the circumferential velocity component upon re-
entrance,vu, leak, are obtained, the leakage loss can be computed.
It consists of four contributions, two of which are inviscid effects:
the larger flow rate through the impeller and the angular momen-
tum of the returning leakage flow~Eq. ~22!!, both causing a de-
crease in head. The remaining two contributions are viscous
losses: the larger hydraulic losses in the impeller caused by the
larger flow rate, and the mixing lossDPmix,leak ~Eq. ~29!!.

As a byproduct one obtains the values of the shear stresst at
the external surface of the impeller shroud. It is used to compute
the disc friction loss~Eq. ~35!!.

2.7 Disk-Friction Loss. The power lossDPd f originates
from the frictional torqueMd f exerted by the fluid on the external
surfaces of the impeller

DPd f5VMd f (34)

where

Md f5E
A
trdA (35)

with t the wall shear stress in circumferential direction andr the
radius. If the shear stress values are not given by a method like the
one presented in Section 2.6 for the leakage flow area, and
throughflow is negligible, empirical values obtained by Daily and
Nece@35# can be used instead.

3 Test Setup and Pump Specifications
The pump is a scale model~1:3–1:7! of a single suction indus-

trial mixed-flow pump, used for cooling water supply in power
stations. Experiments are performed at the test facility of
Flowserve in Hengelo~The Netherlands!. The model~Fig. 1! con-
tains a shrouded mixed-flow impeller, with four blades which are
forward leaned. It has a specific speednv of 1.6, where specific
speed is defined as

nv5VQBEP
1/2 /~gHBEP!

3/4 (36)

with QBEP50.24 m3/s andHBEP510.9 m the flow rate and head at
best efficiency point~BEP! for a shaft speed of 990 rpm. The
outer diameterD of the scale model is 0.35 m. Thus, BEP oper-
ating conditions are at flow coefficientF5Q/(VR3)50.448,
head coefficientC5gH/(VR)250.328, and Reynolds number
Re5VD2/n51.1•107, with R the radius of the model impeller and
n the kinematic viscosity of water at 15°C.

The volute is unvaned with a trapezoidal cross-section and is
designed according to the method of constant mean velocity
~Stepanoff@36#!. The model pump is mounted in a closed circuit.

Delivered head is derived from averaged static pressure mea-
surements at the inlet and outlet of the pump and the assumption
of uniform velocity at inflow and outflow stations. The measured
shaft power is corrected for losses in bearings and seals by cali-
brations. Uncertainties are61 percent for head, flow rate, and

Fig. 1 Surface mesh for the test mixed-flow pump. The shroud
of the impeller and part of the volute wall is removed to offer a
better view.
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shaft torque and61 rpm for shaft speed, according to DIN-1944
class 1 and ISO-5198 class A. The attained accuracy for efficiency
is 63 percent. Head and efficiency values are measured for flow
rates ranging from 50 percent–150 percent BEP flow rate.

4 Computational Aspects
In Fig. 1 the computational mesh is shown. The domain is

divided into 8 blocks in the rotor and 8 blocks in the volute, with
a total number of 81,000 nodes and 380,000 tetrahedral elements.
Each full shaft revolution is divided into 120 time steps. Depend-
ing on flow rate, it takes 5–6 full shaft revolutions before a peri-
odic solution is obtained. Computing time per flow rate is 20
hours on a conventional PC with a 200 MHz Pentium processor.
Maximum internal memory required is 80 MBytes.

To assess the dependency on mesh size, computations on a
number of meshes of different mesh refinement are performed. In
Fig. 2, the results for the average value of the blade circulationG
is given as a function of mesh sizeh. It can be concluded that the
error in blade circulation for the finest mesh is well below 1 per-
cent. This mesh is used for all subsequent computations.

5 Results
In this section, computed values for head, efficiency, and shaft

power are compared with values obtained from experiments. In
Fig. 3 ~left! the result for the computed inviscid head coefficient is
given. The inviscid result is not yet corrected for leakage flow

rate. It clearly shows that inviscid computations overpredict the
pump’s head considerably. In the following, the losses in the im-
peller and volute will be quantified.

5.1 Leakage Flow. The model of Section 2.6 is used to
compute the leakage flow; boundary conditions are taken uniform
by a circumferential and time averaging. The friction factors of
Moody are used with a surface roughness of 7mm for the cavity
and 2mm for the wear ring. The ratiosQleak/Q are found to be
quite high, varying from 1.7 percent at high flow rate (Q/QBEP
51.4) up to 6.4 percent at the lowest flow rate considered
(Q/QBEP50.6). This is a result of the rather large wear ring clear-
ance of 0.9 mm~in radius! in the test set-up. The power loss by
leakage is given in Fig. 4.

For mixed-flow impellers the ratio of outer to inner radius of
the impeller shroud is limited. As a consequence the wall shear
forces are dominant over the ‘‘free-vortex mechanism.’’ This
leads to a circumferential velocity which tends to become equal to
half the rotational speed of the impeller upon leaving the wear
ring. Only for very low flow rates~i.e., large leakage flow rates!
circumferential velocities are computed with somewhat higher
values.

5.2 Euler Head. In Fig. 3 the inviscid head before and after
correction for leakage flow is shown. The latter corresponds to
H inv in Eq. ~10!. The head reduction is caused by the higher flow
rate through the impeller~QH-curve shifts to the left!, and by the
angular momentum of the leakage flow~Eq. ~22!!. The relative
contribution of the former ranges from 30 percent at the lowest
flow rate, up to 50 percent at the highest flow rate considered. The
head is calculated at individual time steps and subsequently aver-
aged.

5.3 Hydraulic Losses. In Fig. 4 several types of hydraulic
losses are plotted against flow rate. The models as presented in
Section 2.5 are used for this purpose. Obviously, boundary layer
dissipation in the impeller region of the pump is the most impor-
tant source of hydraulic loss for this mixed-flow pump, followed
by boundary layer dissipation loss in the volute. The energy dis-
sipation coefficientcD of Eq. ~23! is taken 0.0038, a constant
value for all surfaces and for all flow rates. Although losses along
the impeller blades will possibly be much larger at 60 percent
QBEP due to boundary layer separation, this is believed to be an
acceptable first estimate.

The flow experiences a sudden expansion in radial direction as
it leaves the impeller and enters the~much wider! volute. A frac-
tion of the kinetic energy of the radial velocity is dissipated in the
process, according to Eq.~32!.

Fig. 2 Average blade circulation G as a function of mesh size
h. Circulation at finest mesh size h 0 is G0 .

Fig. 3 Head coefficient C and efficiency h, as a function of flow rate Q. The left figure shows the influence of
leakage flow and hydraulic losses on head coefficient. The right figure gives the effects of leakage flow, hy-
draulic losses and disc friction loss on efficiency.
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Both boundary layer dissipation loss in the impeller and expan-
sion loss are based on the larger flow rate due to leakage.

The total internal loss is obtained by adding the leakage loss to
the sum of all hydraulic losses. It is a convex function of flow
rate, with a minimum atQBEP.

5.4 Boundary Layers in the Impeller. The method as de-
scribed in Section 2.2 is used to compute the boundary layers at
three streamlines along the pressure and suction sides of the
blades; starting at the leading edge near the hub, at half span, and
near the shroud of the impeller. Time-averaged velocities are
used. This is done for several flow rates in the range 0.4
<Q/QBEP<1.4. Although the actual level of turbulence intensity
in the set-up is unknown, a free-stream turbulence intensity of 5
percent is assumed. For most of the streamlines and flow rates
considered, transition is predicted shortly after the leading edge
~within 5 percent of the blade length! and no separation, either
laminar or turbulent, is obtained. There are however some excep-
tions. At the pressure side, near the hub, reverse flow exists for
flow ratesQ/QBEP<1.2. The area over which the reverse flow
extends changes with flow rate: from covering the whole blade
length forQ/QBEP50.4 down to an area between 25 percent and
50 percent of the blade length forQ/QBEP51.2. In this area, the
boundary layer appears to be separated, although in fact it is a
potential flow effect. After this region the flow will attach to the
wall and the strong acceleration over the second half of the pres-
sure side~near the hub! will lead to a laminar state of the bound-
ary layer. The most important phenomenon which is predicted is
laminar separation at the suction side between mid-span and the
hub, immediately after the leading edge, for flow ratesQ/QBEP
<0.6. Whether this leads to separation bubbles of a finite length
or to massive separation~stall! remains unknown. Even if the
separated flow manages to reattach beyond this point, high losses
will inevitably be the result.

In general, the effect of a high turbulence level is that transition
tends to precede separation of the laminar boundary layer~see
also Murawaski and Vafai@37#!. At lower turbulence intensity
(Tu;1percent) laminar separation at the pressure side occurs
shortly after the leading edge near the hub for flow rates
Q/QBEP>1.2 and at mid-span for lower flows. For extremely low
turbulence intensity (Tu;0.03 percent) and flow rates exceeding
QBEP, the boundary layer at the suction side even remains laminar
over the first half until laminar separation occurs at the second
half.

For backward curved blades, streamline curvature and rotation
generally have counteracting effects on the stability of the bound-
ary layer on both the pressure and the suction side. For this par-
ticular case, however, it prevents the turbulent boundary layer at
the pressure side from separating near the shroud for low flow rate

(Q/QBEP50.4) and near the hub for large flow rate (Q/QBEP
51.4). The combined effect of curvature and rotation on bound-
ary layer displacement thickness and momentum thickness at the
trailing edge is, however, very small.

5.5 Disk Friction Losses. The empirical expressions of
Daily and Nece@35# for disk friction with zero leakage flow are
used for the cavity between the lower hub surface and the pump
casing. For the leakage area between the shroud and the pump
casing the more advanced leakage flow method~discussed in Sec-
tion 2.6! is used. The disk friction losses vary with the main flow
rate due to a varying leakage flow rate and a change in circum-
ferential velocity of the incoming fluid. Typical for impellers with
backward curved blades, the circumferential velocity at the cavity
entrance is below half the value of the rotor tip speed. As a con-
sequence, disk friction is larger than predicted by the model of
Daily and Nece. The power loss through disk friction~computed
using the leakage flow model of Section 2.6! increases with flow
rate; over the range considered it varied with more than 30 per-
cent. Yet, the fraction of shaft power lost by friction at the impel-
ler outer walls is roughly constant, at a value of 3 percent.

5.6 Shaft Power, Head, and Efficiency. In Fig. 3 the com-
puted head and efficiency are compared with experiments. The
effects of leakage, hydraulic losses and disk friction are indicated.
The computed head characteristic appears to be in very good
agreement with measurements, although deviations tend to in-
crease at the lowest and highest flow rates considered. As was
discussed in Section 5.4, the large deviation at flow rates below
Q/QBEP50.8 might be related to the predicted laminar separation
near the leading edge, at the suction side of the blades. The com-
parison between computed and measured values for the efficiency
shows a larger deviation at off-design conditions. Still, at flow
rates between 85 percent–135 percentQBEP computed values are
within the experimental uncertainty of63 percent. The question
arises whether deviations at off-design conditions should be attrib-
uted to an incorrect computation of viscous losses or to the invis-
cid computations to begin with, or possibly to both.

For this question to be answered, a comparison of in- and out-
put power coefficients is made in Fig. 5. Experimental values for
the shaft powerPsh,exp, corrected for mechanical losses, and the
net powerPnet,exp, based on delivered head, are plotted. Com-
puted values forPfluid , the power which is transferred by the
impeller to the internal fluid, and the shaft powerPsh,calcare given
as well, the difference being the disk friction losses at the external
surfaces of the impeller. The net powerPnet,calc is computed by
correctingPfluid for leakage flow and hydraulic losses~Eq. ~16!!.
It appears that for flow rates below best efficiency point the shaft
power is underestimated considerably. A likely explanation for
this power loss is inlet recirculation. The general view is that inlet
recirculation tends to also increase the head due to a deflection of
streamlines in the impeller inlet towards smaller radii. It was also

Fig. 4 Various types of hydraulic losses and leakage loss plot-
ted against flow rate Q. Loss is expressed in percentage of
calculated shaft power Psh

Fig. 5 Experimental and computed values for the power coef-
ficient PO , defined as PÕ„rV3R5

…
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noted in the literature that this effect is much smaller in cases
where inlet guidevanes or inlet swirl brakes are absent. In these
cases the effect is~at least partly! counterbalanced by the higher
inlet swirl. Our computations show that the head value is even
overpredicted by an inviscid-based method. It supports the view
of Kurokawa et al.@38# who argue that the dip in the QH-curve,
as seen in mixed-flow and axial flow pumps, should be considered
as a sudden drop in head below its theoretical value due to the
swirl of reverse flow at the impeller inlet. At flow rates larger than
QBEP the shaft power is predicted very well. Hydraulic loss is in
the correct range, although at highest flow rate, it appears to be
somewhat underestimated.

5.7 Evaluation of Loss Models. For the mixed-flow pump
operating at best efficiency point, the power loss resulting from
hydraulic losses, leakage flow and disk friction can be compared
with correlations given by e.g., Stepanoff@36# for a pump with a
similar specific speed. Results are depicted in Table 1. Hydraulic
losses are divided into losses in the impeller and losses in the
volute. Leakage loss includes the effect of the higher flow rate
through the impeller, as well as the inlet swirl velocity and the
mixing loss at the impeller entrance. Wake mixing loss is attrib-
uted to impeller hydraulic losses, expansion losses to volute hy-
draulic losses. Several conclusions can be drawn referring to the
correlations of Stepanoff. It appears that the total hydraulic losses
agree well, although the distribution over impeller and volute is
quite different. It should be noted that Stepanoff~quite arbitrarily!
assumed a constant impeller hydraulic loss of 2.25 percent~for all
specific speeds! and attributed the remaining loss to the volute.
The wear ring clearance is quite large, resulting in a relatively
high loss.

The power loss as a function of flow rate can be found in Fig.
4. In accordance with e.g., Stepanoff, leakage loss decreases with
flow rate, and hydraulic losses show a parabolic-like dependence
on flow rate with a minimum value near best efficiency point.
Stepanoff states that disk friction decreases with flow rate. Com-
putations, however, show values which tend to increase with flow
rate. The reason is that a lower capacity leads to a larger leakage
flow rate and a higher circumferential velocity at the impeller
discharge. Both effects result in a larger overall circumferential
velocity within the clearance region, which in turn leads to a
lower disk friction at the impeller outer surface. Reference is
made to the work of Schubert@39#, who found from experiments
that shear forces decrease with leakage flow rate.

6 Boundary Layer Displacement Effect
In the impeller, the computed displacement of the flow due to

the presence of boundary layers is generally very small; typically
0.7 mm at the suction side and 0.2 mm at the pressure side at BEP
flow rate. It leads to a total area blockage at the impeller exit of
roughly 1.5 percent. The influence of this on produced head and
losses is not considered. For the volute, however, a boundary
layer analysis shows that the displacement thickness of boundary
layers can become quite substantial. To study the effect of the
displacement thickness of boundary layers can become quite sub-

stantial. To study the effect of the displacement on quantities like
head and efficiency, an iterative procedure of~1! computing the
inviscid main flow, ~2! a boundary layer analysis at the volute
wall, and ~3! the adjustment of the volute wall according to the
displacement thickness is performed until convergence is ob-
tained. In this analysis, a streamline at the outer wall of the volute
~at half-height! is taken as representative for the flow in the vo-
lute. In order to estimate the displacement thickness at the upper
and lower volute wall, a rather crude assumption of a free vortex
velocity distribution is made. The implication on the geometry for
three flow rates is depicted in Fig. 6. Total area blockage in the
throat of the volute is 2 percent at 120 percentQBEP, 6 percent at
QBEP, and even 12 percent at 80 percentQBEP. The influence of
these rather high displacements on the computed head and effi-
ciency is however very small; 0.06 percent at 120 percentQBEP up
to 0.5 percent at 80 percentQBEP for both head and efficiency.
The effect can hardly be distinguished in Figs. 3 and 5.

7 Unsteady versus Quasi-Steady Computations
In most present-day flow solvers so-called ‘‘complete pump

computations’’ are actually quasi-steady; the flow in one impeller
channel and the flow in the volute are computed by means of an

Fig. 6 Two-dimensional views of volute shape after boundary
layer displacement correction, for three different flow rates
„showing percentages of nominal flow rate …

Fig. 7 Boundary layer dissipation loss in impeller and volute
and total loss for unsteady „u… and quasi-steady „qs … computa-
tions

Table 1 Comparison of relative power losses „in percentage
shaft power … at BEP flow rate for a mixed-flow pump with spe-
cific speed n vÄ1.6
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averaging procedure at the interface between both parts. The flow
in the impeller is assumed to be symmetric; i.e., identical for all
impeller channels. Furthermore, the boundary conditions at the
interface are taken axially symmetric. In such methods, truly un-
steady phenomena, like asymmetric flow in the impeller, and thus
asymmetric inflow into the volute, or backflow from the volute
into impeller channels near the tongue, are not captured.

To get an indication of the effect of an approach like this, a
similar procedure is carried out with the current method; both the
flow in one channel of a free impeller and the flow in the isolated
volute are computed for each flow rate, where conditions at the
location of the interface are averaged and serve as boundary con-
dition for the volute computation. It appears that the result de-
pends strongly on the location of the interface between impeller
and volute. Two cases are considered;r int* 50.10 andr int* 50.63,
wherer int* denotes the normalized radial location of the interface
defined as

r int* 5
r int2r 2i

r tongue2r 2i
(37)

with r int the radius of the interface,r 2i the outer radius of the
impeller, andr tonguethe radius of the tongue. The inviscid head, as
computed for a free impeller, is slightly higher than that obtained
by an unsteady computation. The largest difference, however, is
the boundary layer dissipation loss in the volute. In Fig. 7 it is
shown that this loss depends strongly onr int* at off-design condi-
tions. The effect on head and efficiency curves is shown in Fig. 8.
Although the result of the quasi-steady computation withr int*
50.63 appears to be better, it is actually incorrect. The influence
of r int* on results can be explained as follows. Losses in the volute
at off-design conditions are dominated by flow distortions near the
tongue due to a shift of the stagnation point at the tongue into the
volute scroll ~for high flow rate! or into the discharge pipe~for
low flow rate!. In reality, the inflow or backflow spreads over the
region between the tongue and the impeller outlet. It sometimes
even reaches into nearby impeller channels~backflow!. In the
quasi-steady computations, however, since no backflow across the
interface is allowed, the fluid is forced to flow through the gap
between the tongue and the interface, leading to larger computed
boundary layer dissipation losses as the gap size decreases~r int*
increases!.

8 Conclusions
The hydraulic performance of a mixed-flow pump is analyzed

using a three-dimensional potential flow model to compute the
unsteady flow through the entire pump configuration and a subse-
quent analysis of losses using several additional models. For flow

rates in the range 70 percent–130 percentQBEP, the computed
head characteristic is in good agreement with measurements.
Leakage loss is found to be considerable, due to a rather large
wear ring clearance. Shaft power is predicted well at design flow
rate and higher. For low flow rate, the shaft power is underpre-
dicted, possibly as a result of inlet recirculation. Hydraulic losses
at flow rates exceeding 120 percentQBEP are probably underesti-
mated. Efficiency is predicted correctly between 85 percent and
130 percentQBEP. Outside of this range, large deviations from
measurements are observed, due to the underprediction of hydrau-
lic losses~at high flow rates! and shaft power~at low flow rates!.

Although the computed overall hydraulic loss atQBEP is in
agreement with correlations given by Stepanoff, the distribution
over impeller and volute is quite different for this mixed-flow
pump. Stepanoff estimated that 60 percent of the hydraulic losses
occur in the volute, whereas this investigation indicates that only
20 percent should be attributed to the volute.

According to computations, boundary layer displacement in the
volute, which is quite substantial at low flow rate, has a negligible
effect on global characteristics.

Computations show that a truly unsteady analysis of the com-
plete impeller and volute is necessary to compute even global
performance characteristics; an analysis of an isolated impeller
channel and volute with an averaging procedure at the interface is
inadequate.
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Nomenclature

A 5 surface area@m2#
D 5 diameter at shroud@m#
g 5 gravitational acceleration@m/s2#
H 5 head@m#
M 5 torque@Nm#
nv 5 VQ1/2/(gH)3/4, specific speed@2#

p 5 static pressure@Pa#
p0 5 total pressure@Pa#
P 5 power @Nm/s#
Q 5 flow rate @m3/s#
r 5 radius@m#
R 5 radius; radius of streamline curvature@m#

Tu 5 turbulence intensity@percent#
v 5 absolute velocity@m/s#

Fig. 8 Head coefficient C and efficiency h, as a function of flow rate Q; for unsteady and quasi-steady compu-
tations

Journal of Fluids Engineering JUNE 2001, Vol. 123 Õ 263

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



w 5 relative velocity@m/s#
d1 5 displacement thickness@m#
d2 5 momentum thickness@m#
h 5 efficiency @percent#
F 5 Q/(VR3), flow coefficient@2#
C 5 gH/(VR)2, head coefficient@2#
V 5 angular velocity@rad/s#

Subscripts

BEP 5 Best efficiency point
e 5 outside boundary layer

df 5 disk friction
i 5 impeller

inv 5 inviscid
s 5 seal

sh 5 shaft
t 5 transition

v 5 volute
u 5 circumferential
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Unsteady Flow Pattern
Characteristics Downstream of a
Forward-Curved Blades
Centrifugal Fan
The results of an experimental investigation of the flow at two exit radial locations of a
forward-curved blades centrifugal fan are presented. Hot wire techniques were used to
obtain steady velocity components and velocity unsteadiness levels (rms value of the
components of velocity fluctuation) for different operating conditions. Globally speaking,
the data reveal a strong flow asymmetry, with considerable changes in both magnitude
and direction along the different circumferential positions. Particularly, big differences
appear between the circumferential positions closer to the volute tongue and the other
ones. The periodic character of the velocity signals due to the passing of the blades,
clearly observed around the impeller, is missed in the vicinity of the volute tongue, where
the main contribution to the velocity fluctuations appears to be random. Based on the
measured velocity signals, velocity unsteadiness of the flow is determined analyzing the
main contributions as a function of the flow rate and the measurement position. High
levels of velocity unsteadiness were observed near the volute tongue, mainly at low flow
rates. @DOI: 10.1115/1.1351175#

Introduction

Forward-curved blades centrifugal fans usually exhibit instabil-
ity phenomena, which reduce their operating range. A basic fea-
ture of such impellers is the deficient flow guiding, as a result of
the short radial length of the blades and their high chamber. This
effect is counterbalanced by a greater number of blades. Such an
arrangement can cause the flow to stall, even at design conditions.
A perturbation at the inlet or at the outlet planes can be amplified,
giving rise to flow instabilities, noise and vibrations both in the
fan and in the system. Cau et al.@1# show in their work that the
poor design of the flow channel in these fans causes a severely
distorted primary flow, with early flow separation on the suction
side at both low and design flow rates. They ascribed the ineffi-
ciencies of these machines to the sharp axial to radial bend, to the
large inlet gap between inlet cone and impeller shroud and to the
poor matching between impeller outlet and volute.

On the other hand, the unsteady flow field at the outlet of the
impeller is not axisymmetric due to the effect of the volute. Many
authors have demonstrated that the primary sources of noise in
centrifugal turbomachines are associated with the interaction of
the unsteady nonuniform outflow from the impeller with the vo-
lute tongue~see for example Chu@2,3#!.

There has been extensive research carried out on flow unsteadi-
ness generated in axial compressors~e.g., Goto@4#, Moore et al.
@5#, and Liu et al.@6#! and centrifugal pumps~e.g., Pinarbasi et al.
@7# and Ubaldi et al.@8,9#!.

In this paper, the results of a detailed experimental investigation
of the unsteady flow at two exit planes of a forward-curved cen-
trifugal fan are presented. Based on the measured velocity signals,
the unsteady characteristics of the flow are determined analyzing
the main contributions depending on the flow rate and the mea-
surement location. These experimental results can lead to a better

knowledge of the aerodynamic noise generation mechanisms
in centrifugal fans, in order to design quieter and more efficient
machines.

Performance Testing
The tests were made on a single-intake centrifugal fan with

forward-curved blades. The shrouded rotor has an inlet diameter
of 328 mm, an outlet diameter of 400 mm, and a width of 170
mm. It has 38 forward-curved blades and is driven by an AC 9.2
kW motor. The impeller rotates at 1480 rpm with a fluctuation
level lower than 0.5% for the whole range of the analyzed flow
rates. The volute has a width of 248 mm.

Figure 1 shows a sketch of the fan with the main dimensions
expressed in mm. The minimum radial distance between the fan
impeller outer diameter and the volute is 50 mm at the tongue
~base circle diameter 500 mm!. The inlet blade angle is 0 degrees
with respect to the radial direction; the incidence angle between
the relative velocity and the blade direction at the leading edge at
the design flow rate is 68.83 degrees, thus flow separation occurs
for all flow conditions. Blade chord angle is 44 degrees with re-
spect to the radial direction; the blade chord i 45 mm, and the
blade solidity, obtained as the ratio of the blade chord to the
inlet-to-outlet average pitch is 1.5. The outlet blade angle is 16
deg relative to the tangential direction. The fan sucks air from the
atmosphere through a suction nozzle.

A test facility was designed and built following the British
Standard BS 848: Part 1@10# and the BS 848: Part 2@11#. With
such arrangement, the same facility could be used to measure the
fan performance curves and the fan acoustic behavior. Figure 2
shows a sketch of the test facility with its main elements. After the
fan, the air passes through a straightener in order to remove the
existing swirl at the fan discharge. The straightener consists of
eight radial vanes equally spaced. At the end of the facility, an
anechoic termination removes undesired noise reflections and the
regulation cone permits to modify the fan operating point. The
procedure indicated in the Standard to obtain the performance
curves works as follows. The total pressure rise of the fan is
obtained adding to the static pressure measured in section A, the
velocity head at section A and the loss allowances for standard-
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ized airways between the fan outlet and section A. Static pressure
was measured using a differential manometer with one side con-
nected to four wall tappings evenly distributed at Section A and
the other side open to the atmospheric pressure in the laboratory.
Velocity head was deduced from the flow rate and the duct cross
section. The flow rate was measured with a Pitot-static tube,
placed at section B, using a traversing method. The shaft power
was determined measuring the electrical power and taking into
account the electrical motor efficiency.

In order to obtain the fan sound power level~SWL!, the Stan-
dard specifies the measurement of the sound pressure level in one
third of octave band, at three different radial positions (2R/D
50.5, 0.65, 0.8! inside the discharge duct at Section B~Fig. 2!.
The sound pressure level~SPL! measurements were taken using a
1/2 in. microphone fully immerged in the test medium with a nose
cone anti-wind protector connected to a Bru¨el & Kjaer real time
frequency analyzer. These values were averaged in the radial di-
rection and modified with some correction factors: frequency re-
sponse microphone correction, noise cone anti-wind correction,
modal correction and wind turbulence correction. Finally, the
sound power level is obtained with the following formula:

SWL5SPL110 log10

A

A0

whereA is the cross section of the measurement duct andA0 is a
reference section~1 m2!. Measurements were made for each third
of octave band, and the global value of SWL was calculated by
adding the values for each band.

The following uncertainties were obtained for the measured and
calculated magnitudes:

— Differential total pressure:61.4% ~621 Pa!.

— Flow rate:62% ~60.06 m3/s!.

— Shaft power:62% ~60.19 kW!.

— Sound power level: ranges between61.6 dB and64 dB
depending upon the frequency band considered:

Frequency~Hz! Uncertainty~dB!

50 3.5
63 3.0
80 2.5
100 2.5
125 2.0
160–2500 1.6
3150–4000 2.0
5000 2.5
6300–8000 2.5
10,000 4.0

Figure 3 shows total pressure rise and efficiency against the
flow rate. The subscript ‘‘o’’ identifies the design operatives point
corresponding toQo51.7 m3/s and Efo50.63. On the total pres-
sure curve a wide zone with positive slope, in which some aero-
dynamic unstable phenomena may appear, can be observed. Fur-
thermore, the design point, corresponding to the highest efficiency
is at the beginning of that zone, revealing a marginal fan design.
Some references@12# report the following aerodynamic instability
phenomena which are responsible for the increase in noise gen-
eration and level of mechanical vibrations and the decrease in
aerodynamic performance: flow separation in the blade channels,
reverse flow, and prerotation at fan suction.

Figure 4 shows shaft power and sound power level~SWL!
against flow rate. The shaft power curve increases with the flow
rate, thus causing a drive overload when working at high flow
rates during long periods of time. In the SWL curve, higher levels
were measured for the lower flow rates. The lowest value corre-
sponds to the highest value of efficiency, and beyond that point,
its value increases slightly for increasing flow rate.

Fig. 1 Test fan

Fig. 2 Test facility

Fig. 3 Total differential pressure and efficiency versus flow
rate

Fig. 4 Shaft power and SWL versus flow rate
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Aerodynamic Testing
The flow field at the impeller exit plane was measured for three

operating conditions in the positive slope zone of the characteris-
tic curve: the design flow rateQo, 0.43Qo, and 0.73Qo. For
that purpose, hot wire velocity signals were measured on 12 cir-
cumferential points evenly distributed at two radial locations~Fig.
5!. The inner location is named I and the outer location is named
E, and the respective radius are 210 mm and 240 mm, i.e., 5% and
20% of the impeller outlet diameter. These velocity measurements
were made at mid-blade width. In addition, the spanwise variation
of the flow field was obtained by taking velocity measurements in
different axial positions for several circumferential locations. The
main conclusion of the spanwise investigation of the velocity pat-
tern indicated an almost constant tangential component over the
blade span, while the radial component decreased clearly at both
blade hub and blade shroud.

To measure the radial and the tangential components of the
absolute velocity at the impeller exit, a two-wire probe was used.
Hot wire anemometry is able to get the two-dimensional character
of the flow with a high temporal resolution~Comte-Bellot@13#!. A
direct calibration procedure of the probe was chosen. In that way,
it is possible to derive two calibration coefficients to represent
flow angle and velocity magnitude changes. The variation of these
coefficients is established through an angular calibration and the
resulting curves were used instead of the response equations of the
wires. Full details of the calibration procedures and the method-
ology used can be found in Blanco-Marigorta et al.@14# and
Velarde-Sua´rez @15#. For the two-wire probe, the maximum angu-
lar and velocity uncertainties were estimated to be 2° and 2%,
respectively. The probe support has a diameter of 4 mm. The
wires are in a plane perpendicular to the axis of the support and
they form an angle of 120 deg. The length of the wires is 2 mm
and their diameter 5mm; therefore, their aspect ratio is 400. The
minimum distance between the wires is 1 mm. These dimensions
can be compared to the impeller blade pitch: 33 mm, and the
distance between the impeller and the volute tongue: 50 mm.

The signals coming from the probe wires were introduced in the
anemometer IFA-100 of TSI Inc. The filtering frequency was set
to 5 kHz per channel to avoid aliasing. The output voltages from
the anemometer for each location and operating condition were
registered with the digital recorder STOREPLEX DELTA of

RACAL Recorders Ltd. Apart from the wires signals, a one pulse
per revolution trigger signal was also recorded. This signal helps
to determine the impeller revolutions in the wires signals. The
acquisition process was made in two steps. In the first step, the
signals were recorded on magnetic tapes~S-VHS! at a frequency
of 11.4 kHz per channel, which was imposed by the tape recorder.
In the second step, the recorded data were transferred to a per-
sonal computer using an analog-to-digital card DAS16/330i of
ComputerBoards Inc. with acquisition frequency of 9373.3 Hz per
channel~380 points per revolution! to obtain a good resolution.
Afterwards, data were stored in files and transformed according to
the calibration charts of the probe to obtain the flow velocity and
the flow angle. A code was developed in order to calculate the rms
value of the components of velocity fluctuation, or velocity
unsteadiness.

Figure 5 shows the average absolute velocity field for
0.73Qo, at the radial locations I and E. Each vector was obtained
by averaging all the values recorded in each measurement position
~about 20 impeller rotations!. Basically, the vector represented is
the value which would be measured by using a low response
pressure probe. Smaller values of the absolute velocity are ob-
tained near the volute tongue than in the rest of the volute, due to
the induced blockage. The behavior of the vector at the location
5E can not be easily explained and might be an incorrect
measurement.

The mean absolute flow velocity at the impeller outlet was split
up into the peripheral velocity at the test radial position I (R
5210 mm!, i.e., UI532.1 m/s, and the mean relative flow veloc-
ity, thus obtaining the mean relative flow angle at test radial sec-
tion I. This angle is compared in Fig. 6 with the outlet blade angle,
both measured with respect to the tangential direction, for all the
circumferential positions. Large differences can be appreciated
among those angles particularly in the vicinity of the volute
tongue, these differences increasing with decreasing flow rates.

Figures 7 and 8 show the circumferential distribution of the
velocity unsteadiness for three different operating conditions,
around the inner radial location I. The radial component was nor-
malized using the mean valueVrm of that component for all the
measurement locations. The tangential component was normal-
ized using the impeller outlet peripheral velocity,U2530.6 m/s.
As stated by Goto@4#, the velocity unsteadiness contains real
turbulence, flow perturbations generated by the rotor wake veloc-
ity deficit, unsteadiness due to vortex shedding, sawing move-
ments of leakage vortices, fluttering of the separated flows and
unsteadiness of separation points. This combined unsteadiness of
the velocity field at the impeller discharge and its interaction with
the volute tongue generate pressure fluctuations, which will pro-
duce noise and vibrations both in the fan and system.

Particularly, in Fig. 7, a strong velocity unsteadiness in the

Fig. 5 Measurements points and absolute velocity at impeller
outlet, 0.7 ÃQo

Fig. 6 Mean relative flow angle closer to impeller outlet „with
respect to the tangential direction; radial location RIÄ1.05 R2…
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radial direction is observed near the volute tongue. A larger zone
with high levels of velocity unsteadiness both in level and exten-
sion appears for decreasing flow rates. The velocity unsteadiness
in the tangential direction, shown in Fig. 8, presents a similar
behavior.

Figures 9 and 10 show the velocity unsteadiness circumferential
distribution around the outer radial location E. Figure 9 shows the
same trend as Fig. 7, but with a higher velocity unsteadiness in the
former near the volute tongue. In most positions of the volute,

velocity unsteadiness increases when the flow rate decreases. That
trend can also be extended to the velocity unsteadiness of the
tangential component~Fig. 10!.

Figures 11–14 compare the blade-to-blade distributions of the
components of velocity and velocity unsteadiness for three differ-

Fig. 7 Circumferential distribution of velocity unsteadiness in
the radial direction „radical location RIÄ1.05 R2…

Fig. 8 Circumferential distribution of velocity unsteadiness in
the tangential direction „radial location RIÄ1.05 R2…

Fig. 9 Circumferential distribution of velocity unsteadiness in
the radial direction „radial location REÄ1.2 R2…

Fig. 10 Circumferential distribution of velocity unsteadiness
in the tangential direction „radial location REÄ1.2 R2…

Fig. 11 Blade-to-blade distribution of mean radial component
of velocity and velocity unsteadiness in the radial direction at
the position 6 I

Fig. 12 Blade-to-blade distribution of mean tangential compo-
nent of velocity and velocity unsteadiness in the tangential di-
rection at the position 6 I
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ent operating conditions and at two measurement positions: one
opposite~position 6 I! and one close to the volute tongue~position
12 I!.

Figures 11 and 12~which correspond to position 6 I, 150 deg
away from volute tongue! show a jet-wake pattern for all the
measured flow rates, with high levels of velocity unsteadiness at
the blades wakes. However, Figs. 13 and 14~which correspond to
position 12 I, 30 deg away from volute tongue! show that the
jet-wake pattern is still present in the velocity components~more
clearly in the radial component than in the tangential! but not so
clear in the velocity unsteadiness. The velocity unsteadiness in-
creases for decreasing flow rate and the high levels of velocity
unsteadiness for 0.43Qo remain almost invariable for the whole
blade pitch, not only at the blades wakes.

Figures 15 and 16 show the proper spectra of the velocity fluc-
tuation in the tangential direction for the flow rate 0.43Qo at the
positions 6 I and 12 I. The peaks corresponding to the blade
passing frequency~924 Hz! and its harmonics are clearly present
in the spectrum of the position 6 I, thus confirming that the main
contribution to the velocity unsteadiness around that point is due
to the blade wake. Also high broad band levels were encountered
at low frequencies. On the other hand, in the spectrum of the
position 12 I, only the blade passing frequency is barely notice-
able and the other harmonics are masked by broad band levels.
Levels at lower frequencies than the blade passing frequency are
comparable to the peak level corresponding to the blade passing

frequency, whose highest value is found at the position 6 I. In
fact, around the volute tongue~position 12 I!, the velocity un-
steadiness has low frequency components with a random behav-
ior. This might be due to large flow separation inside the impeller
channel which crosses the volute tongue. The flow separation
tends to replace the well-structured jet-wake pattern with a turbu-
lent vortex inside the full blade channel producing broad range-
low frequency velocity fluctuations. Figures 17 and 18 show the
power spectra of the velocity fluctuation in the tangential direction
for the flow rate 0.43Qo at the positions 6 E and 12 E. In this
case, only the peak corresponding to the blade passing frequency
~924 Hz! is clearly present at the position 6 E. The spectrum
corresponding to the position 12 E reveals the same behavior ob-
served at position 12 I, and even the blade passing frequency is
hardly appreciated.

These experimental results can explain some of the spectral
characteristics of the noise generated by the fan, analyzed in a

Fig. 13 Blade-to-blade distribution of mean radial component
of velocity and velocity unsteadiness in the radial direction at
the position 12 I

Fig. 14 Blade-to-blade distribution of mean tangential compo-
nent of velocity and velocity unsteadiness in the tangential di-
rection at the position 12 I

Fig. 15 Power spectrum of velocity fluctuation in the tangen-
tial direction at the position 6 I, 0.4 ÃQo

Fig. 16 Power spectrum of velocity fluctuation in the tangen-
tial direction at the position 12 I, 0.4 ÃQo

Fig. 17 Power spectrum of velocity fluctuation in the tangen-
tial direction at the position 6 E, 0.4 ÃQo
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previous paper~Velarde-Sua´rez et al.@16#!. That work showed
how the main contributions to the fan noise spectra were predomi-
nant at low frequencies, especially when the flow rate was re-
duced. Tonal aerodynamic noise corresponding to the blade pass-
ing frequency and its harmonics were found to be a lower
contribution to the noise spectra.

Conclusions
An experimental characterization of the flow field in a forward-

curved blades centrifugal fan with unstable performance curve
was carried out. The velocity field measurements allow the study
of the aerodynamic noise generated by the fan, which can be
related to the unsteady character of the flow at two impeller exit
radial locations.

The test performance curves revealed the unstable characteristic
of the fan over a wide flow rate range, where even the best effi-
ciency point is included. This behavior is related to the poor de-
sign of the blades, which have an inlet blade angle of 0 degrees
and operate with high positive incidence angle at design flow rate.

Regarding the velocity field at the two impeller exit radial lo-
cations considered, a great asymmetry is found, with considerable
changes in both magnitude and direction among the differential
circumferential positions. In particular, big differences appear be-
tween the circumferential positions closer to the volute tongue and
the other ones.

Velocity unsteadiness distributions and velocity components
power spectra exhibit a similar behavior: high levels at low flow
rates in the vicinity of the volute tongue, which apparently are not
caused by the blades wakes, but produced at low frequencies and
with random behavior, probably because of a large flow separa-
tion turbulent eddy. However, in the rest of the volute, the veloc-
ity unsteadiness levels are not so high: in fact, they decrease when
the flow rate decreases and exhibit their higher levels at the blades
wakes with a clear periodic behavior. These results contribute to
explain the spectral characteristics of the noise generated by the
fan.
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Nomenclature

A 5 cross section
A0 5 reference section~1 m2!
D 5 duct diameter at Section B~Fig. 2!
Ef 5 Efficiency

Efo 5 Maxoimum efficiency
Q 5 flow rate

Qo 5 design flow rate~best efficiency point!
R 5 radius

SWL 5 sound power level
SPL 5 Sound pressure level

Vr 5 steady radial component of the absolute velocity
Vrm 5 pitch average radial component of the absolute veloc-

ity
Vr

8 5 Rms value of velocity fluctuations in the radial direc-
tion

Vtg 5 steady tangential component of the absolute velocity
Vtg

8 5 Rms value of velocity fluctuations in the tangential
direction

U 5 peripheral velocity

Subscripts

1 5 impeller inlet
2 5 impeller outlet
I 5 internal radial test location

E 5 external radial test location
o 5 design operating conditions
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Performance Characteristics of
Centrifugal Slurry Pumps
The performance of two centrifugal slurry pumps has been reported for three solid ma-
terials having different particle size distribution (PSD) in terms of head, capacity, and
power characteristics. The results have shown that the values of head and efficiency ratios
are not only dependent on solid concentration but are also affected by PSD of the solids
and properties of the slurry. The addition of fine particles in the slurry of coarser material
leads to reduction in the additional losses that occur in the pumps due to the presence of
solids. It is also observed that with the increase in the pump size, the additional losses due
to presence of solids reduce.@DOI: 10.1115/1.1366322#

Introduction
Centrifugal slurry pumps are being used extensively for pipe-

line transportation systems because of their capabilities to eco-
nomically convey large size abrasive solids in bulk. These pumps
have been developed by suitably modifying the design of conven-
tional centrifugal pumps to ensure proper flow of solid-liquid mix-
tures and to minimize erosive wear. The head and the efficiency of
these pumps with slurries are, in general, lower for traditional
designs in comparison to water due to the presence of suspended
solids. Stepanoff@1# had previously concluded that the solid
particles do not absorb, store, or transmit pressure energy, but
still it was difficult to establish the effect of solids on the pump
performance.

Researchers over the years~Fairbank @2#, Wiedenroth @3#,
Vocadlo et al.@4#, Burgess and Riezes@5#, Sellgren@6#, Walker
and Goulas@7#, Sellgren and Vappling,@8#, Sellgren et al.@9#,
Wilson et al. @10#, Gahlot et al.@11# Kazim et al. @12#, and Ni
et al. @13#! have observed that the performance of the pump de-
creases for increased solid concentration, particle size, and spe-
cific gravity. On the other hand, Chand et al.@14# have reported
that the head and efficiency of the pump increases due to addition
of solid particles. Fairbank@2# found that the head developed by
the pump for water decreases with increase in either concentration
or median particle size of sand/ clay and has attributed this to the
difference in the velocity of the liquid and the solid particles leav-
ing the impeller. This phenomenon has also been reported for the
pump handling coarse solids by Wiedenroth@3#, who has attrib-
uted the head reduction to the additional friction losses in the flow
passages due to the suspended solids. Vocadlo et al.@4# have re-
ported higher reduction in the head and efficiency of the rubber-
lined slurry pumps compared to the metallic pumps. Experiments

conducted by Bugress and Riezes@5# have shown higher drop in
the head compared to the efficiency. Sellgren@6# has reported that
the decrease in the head is a function of solid concentration, spe-
cific gravity and the particle drag coefficient. Walker and Goulas
@7# observed that the drop in the head and the efficiency of the
pump handling non-Newtonian slurries depend on the rheological
properties of the slurry and the pump Reynolds number. Sellgren
and Vappling@8# observed higher reduction in the efficiency com-
pared to the head developed by rubber-lined pump for solid con-
centrations higher then 20 percent by volume. Sellgren et al.@9#
have attempted to correlate the experimental data for different
pumps available in the literature and their own experimental data
with weighted mean particle size of the solid material, and nor-
malized impeller diameter and width. The effect of solids on the
pump performance has also been critically reviewed in the book
by Wilson et al.@10#. They have produced generalized diagrams
for estimation of the performance of the pump handling slurries.
Gahlot et al.@11# observed higher drop in the head compared to
that in the efficiency, whereas, subsequently, Kazim et al.@12#
have reported higher drop in the efficiency compared to that in the
head. Ni et al.@13# observed that the drop in the head and effi-
ciency of the pump handling slurries of narrow sized sand par-
ticles increases with increase in the particle size. Many of these
investigators~Fairbank,@2#, Wiedenroth@3#, Vocadlo et al.@4#,
Burgess and Riezes@5#, Sellgren@6#, Sellgren et al.@9#, Gahlot
et al. @11#, and Kazim et al.@12#! have proposed empirical/semi-
empirical correlations based on their experimental observations to
estimate the effect of suspended solids on the water performance
of the pump. These correlations are generally expressed in terms
of head ratio~HR! and efficiency ratio~ER!, which are defined as

HR5
head developed with slurry~m of slurry column! at any flowrate

head developed with water~m of water column! at the same flowrate
(1)

and

ER5
efficiency of the pump for slurry at any flowrate

efficiency of the pump for water at the same flowrate
(2)

These correlations are dependent on pump size and the proper-

ties of slurries and solid particles, and hence are not universally
applicable. Additionally, the flow in the pump could also be ho-
mogeneous or heterogeneous depending on the particle size and
flow conditions. In commercial applications, the particle sizes
vary over a wide range~very often by few microns to as high as 2
to 3 millimetres!. In such case, the finer particles are homoge-
neously distributed in the solid-liquid mixture, where as larger
particles are heterogeneously distributed~Wilson et al.@10#!. The
present state of knowledge on additional hydraulic losses due to
such type of flows in the pump is at best incomplete. Thus, for

Contributed by the Fluids Engineering Division for publication in JOURNAL OF
FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
September 7, 1999; revised manuscript received January 31, 2001. Associate Editor:
B. Schiavello.

Copyright © 2001 by ASMEJournal of Fluids Engineering JUNE 2001, Vol. 123 Õ 271

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



designing or selecting a centrifugal slurry pump, extensive data-
base is required for accurate estimation of the deviation from the
water performance of the pump while handling slurries.

In the present paper, the effect of particle size distribution
~PSD! and slurry properties on the pump performance has been
discussed. Extensive tests have been carried out on two different
size centrifugal slurry pumps handling the mixtures of different
solid materials, namely, fly ash, bed ash, and zinc tailings. Mea-
surements have been made in the operating range of the pumps for
a wide range of solid concentrations. The head, discharge capac-
ity, and input power of the smaller pump have been measured
whereas for the bigger pump, only head developed at various
discharge capacities has been measured. Based on these measure-
ments, an attempt has been made to establish the effect of multi-
sized concentrated slurries on the performance of the pumps
tested.

Experimental Setup and Measurement Uncertainties
Figure 1 shows the schematic diagram of the experimental

setup used in the present work to evaluate the performance of two
centrifugal slurry pumps. The setup comprises of two separate
pipe loops, one for each pump, both connected to the common
mixing tank and the measuring tank. The 50 mm pipe loop is a
bypass test loop of short length and is connected with ‘‘50K WIL-
FLEY’’ pump ~pump A!. The 100 mm test loop is a recirculatory
loop having a total pipe length of 60 m and is connected with
‘‘100K WILFLEY’’ pump ~pump B!. The slurry for the tests was
prepared in the hopper shaped mixing tank having a suitable stir-
ring arrangement for keeping the slurry always in a well-mixed
state during experimentation. The slurry is drawn from the mixing
tank by any one of the pumps and returned after circulation
through the test loops either directly to the mixing tank or to the
measuring tank. The rate of flow is ascertained by monitoring the
rise of the slurry level in the measuring tank collected over a
known interval of time. Flowrate by this method was evaluated
within an error of60.5 percent. Measuring tank was also used to
calibrate the electro-magnetic flowmeters which were installed in
the vertical pipe section of each test loop for continuous monitor-
ing of the flowrate. Each test loop was also provided with an
efflux sampling tube fitted with a plug valve, in the vertical pipe
section for collection of the slurry sample to monitor solid con-
centration. The errors in the individual measurement of solid con-
centration were in the range of62 percent. Pressure taps were
provided in the suction and delivery lines of the pump to measure
the total head developed by the pump. The suction and delivery
heads were measured through separation chambers by using a

U-tube mercury manometer and a Bourdon tube type pressure
gauge, respectively. The U-tube manometer was inclined at 30
deg angle to the horizontal to have higher sensitivity. The pressure
gauges have an uncertainty of61 percent and were calibrated
using a deadweight pressure gauge tester at regular intervals dur-
ing experimentation. All measurements were made in accordance
with the requirements specified in relevant pump test codes@IS-
5120 @15# and BS-5316@16##.

V-belt pulley drives were used to run the pump A by a 22 kW,
415 V, 40 amp induction motor and to run the pump B by a 37
kW, 415V, 63 amp induction motor. The pump speed was mea-
sured by an optical digital electronic tachometer having resolution
of 61 rpm. The pump input power was measured indirectly from
the measurement of the input power to the precalibrated 22 kW
motor and its efficiency, allowing 3 percent power loss for V-belt
drive system IS-5120@15#. For measurement of the motor input
power, two-Wattmeter method was used by maintaining constant
voltage supply through a voltage regulator. Both the calibrated
Wattmeters~Class 0.5 AE make! were connected to the input
supply via current transformers. This arrangement allowed mea-
surement of the input power of the motor within an error of
61 percent and a maximum error of63 percent in estimation of
the pump efficiency, besides the V-belt efficiency assumption.

The measurement of important dimensions of both the metal
pumps ~WILFLEY model, Make: Hindustan Dorr-Oliver Ltd.!
used in the present investigation and their performance at the test
speed as given by the manufacturer are given in Table 1. The
impellers of both the pumps are of closed type having 5 vanes
~pump A! and 7 vanes~pump B!. The overall dimensions of pump
B are larger than that of pump A. The volute casings of both the
pumps are of single type with larger throat area for pump B. The
performance characteristics supplied by the manufacturer for the
test speed show higher values of head and discharge at BEP for
pump B compared to pump A, in spite of having lower pump
speed. The efficiency of pump B is also significantly higher
~Table 1!. This shows that the overall size of pump B is much
larger compared to pump A. The dimensionless specific speeds
(Vs) of these pumps were determined using the expression

Vs5
vAq

~gH!3/4 (3)

given by Fox and McDonald@17#. In this expression,v is the
operating speed in radians per second,q is the capacity in m3/s, g
is the acceleration due to gravity in m/s2, and H is the head
developed by the pump in mwc~meters of water column!. The
specific speed (Ns) is also expressed as

Fig. 1 Schematic diagram of the experimental setup used for pump performance
investigation
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Ns5
nAQ

~H !3/4 (4)

wheren is in revolutions/min.,Q is in m3/hr andH is in mwc.
This specific speed is related to the dimensionless specific speed
as

Ns53176Vs (5)

The dimensionless specific speed of the two pumps evaluated
using the manufacturer’s data was observed to be nearly the same,
depicting similar design. These pumps are commercially available
and are being used in various industries for slurry handling duties.

Properties of Material Used. The following three materials
have been used for preparing slurry for the present study:

1 Fly ash collected from a thermal power plant
2 Zinc tailings obtained from a processing plant, and
3 Bed ash collected from a coal fluidized bed combustion

boiler

The comparison of physical properties of the three solid mate-
rials and their slurries is given in Table 2 and Table 3. Addition-
ally, their particle size distribution~PSD! and settling characteris-
tics are compared graphically in Figs. 2 and 3, respectively. Table
2 shows that the specific gravity of these materials varies in the

Table 1 Measured dimensions and performance parameters „as per manufacturer … of the
pumps used for the investigation

Sl. No. Specification Pump A Pump B

1 Impeller
~a! Type Closed Closed
~b! Material Ni-hard Ni-hard
~c! No. of vanes 5 7
~d! Impeller eye diameter~mm! 114 190
~e! Impeller width at eye~mm! 32.5 60
~f! Impeller inlet vane angle~degree! 23 25
~g! Impeller outlet diameter~mm! 264 400
~h! Impeller width at outlet~mm! 22.7 40
~i! Impeller outlet vane angle~degree! 25 34

2 Casing
~a!Type Single volute Single volute
~b! Material Ni-hard Ni-hard
~c!Throat area~mm2! 4700 8000

3 Suction flange size~mm! 100 150
4 Delivery flange size~mm! 50 100
5 Operating speed~rpm! 1450 1250
6 Manufacturer’s data at operating speed

~i! Shut-off head~mwc! 20.3 34.7
~ii ! Best Efficiency Point~BEP!

~a! Total head~mwc! 14.5 27.1
~b! Discharge capacity~l/s! 16.0 58.1
~c! Pump efficiency~percent! 46.0 58.0
~d! Pump input power~kW! 4.94 26.62

~iii ! Dimensionless specific speed~Vs! 0.466 0.479
~iv! Specific speed~Ns! 1480 1521

Table 2 Physical properties of solid materials and slurries

S. No. Property Fly ash Bed ash Zinc tailings

1 Specific Gravity 2.08 2.44 2.82
2 Representative particle size

~a! Weighted mean~mm! 59 209 202
~b! Median ~mm! 42 135 145

3 Final static settled concentration of slurry,
% by weight

67.6 64.7 62.0

4 pH value of slurry 7–7.30 up to
Cw560%

7–7.74 up to
Cw550%

7–7.30 up to
Cw560%

Table 3 Comparison of rheological properties of slurries

Rheological parameters in terms of relative viscosity and yield stress

Sl.
No. Cw ~% by weight!

Fly ash slurry Bed ash slurry Zinc tailings slurry

ty* hR ty* hR ty* hR

1 0 0 1.000 0 1.000 0 1.000
2 10 0 1.129 0 1.010 0 1.174
3 20 0 1.318 0 1.088 0 1.348
4 30 0 1.866 0 1.296 0 1.504
5 40 0.0021 4.109 0 1.636 0.0006 1.645
6 50 0.0140 16.326 0 2.762 0.0100 2.236
7 60 0.0600 48.590 - - - -

*ty50 corresponds to Newtonian fluid behavior otherwise the fluid behavior is Bingham.
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range of 2.08–2.82. The representative particle sizes in terms of
weighted mean and median diameter show the variation in the
range of 59–209mm and 42–145mm, respectively. The final
static settled concentration value for all the three materials was
above 60 percent by weight. All the slurries have pH value in the
range of 7–7.8 representing chemically nonreactive nature. The
particle size distribution, shown graphically in Fig. 2, depicts a
larger amount of finer particles in fly ash~approximately 75 per-
cent particles are finer than 75mm! compared to the other two
materials. The zinc tailings and bed ash show nearly similar par-
ticle size distribution except that the bed ash samples did not
contain particles finer than 18mm size. Figure 3 shows that the
settling rate of zinc tailings and fly ash slurries, which follow a
similar pattern, whereas the bed ash slurry settles at a much faster
rate. This is due to the absence of very fine particles in the bed
ash, which would slow down the settling rate of bigger particles.
Hence, the rheological properties of bed ash slurries were deter-
mined after preparing fresh slurry samples by removing particles
bigger than 300mm size to minimize the artifacts due to settling.

The rheological behavior of the suspensions of the three mate-
rials was determined using Weissenberg rheogoniometer at differ-
ent solid concentrations and is given in Table 3. The nonzero
value of yield stress for the slurry is indicative of Bingham fluid
characteristics. The rheological equation for Bingham fluids is
given by

t5ty1h~du/dy! (6)

where t is the shear stress,ty is the yield stress andh is the
coefficient of rigidity. Relative viscosity is defined as the ratio of
Bingham’s coefficient of rigidity or Newtonian dynamic viscosity
of the slurry to the viscosity of water under identical conditions.
Table 3 shows that the bed ash slurry follows Newtonian fluid

characteristics for the tested range of solid concentration~i.e.,
Cw550 percent! whereas the slurries of the other two materials
~zinc tailings and fly ash! follow Newtonian fluid characteristics
only up toCw530 percent, beyond which they follow Bingham
fluid characteristics. AtCw550 percent, the relative viscosity of
coarser slurries, namely zinc tailings and bed ash, reaches a value
of 2.3 /2.75 whereas it attains a value of 16.3 for fly ash slurry.
This effect could be attributed to the presence of larger amount of
fine particles in the fly ash slurry. ForCw560 percent, the rela-
tive viscosity of fly ash slurry reaches a value of 48.6. It is ob-
served that the rate of increase of yield stress for zinc tailings
slurry is much smaller compared to fly ash slurry.

The comparison of the properties of the three materials shows
that in spite of only small variation in the specific gravity values,
their slurries exhibit quite different behavior. These materials are
a good representative of the characteristics of different types of
fine and coarser sized slurries generally transported through pipe-
lines in industry and hence represent a wide variation to establish
the effect of solids on the pump performance.

Experimental Procedure and Range of Parameters
Studied

The performance of both the pumps was determined with clear
water before, as well as periodically during, actual experiments so
as to eliminate the possible effects of erosion of different pump
components. After evaluating the performance characteristics of
the pumps with water, the performance of the pumps was evalu-
ated with the three solid materials at different solid concentrations
~by weight!. Care was taken to ensure that the solids were prop-
erly mixed in the mixing tank and fully suspended before taking
measurements for the pump performance. The performance of
pump A is evaluated at the rated speed of 1450 rpm in the range
of Cw513.3– 60.5 percent for fly ash,Cw515.1– 45.0 percent
for zinc tailings andCw512.1– 52.1 percent for bed ash. To con-
firm the findings on pump A and to investigate the effect of pump
size on the performance, the head-capacity characteristics of a
bigger sized pump~pump B! is also evaluated at the rated speed of
1250 rpm with clear water and slurries of bed ash and fly ash.
During each test, two efflux samples were collected to monitor the
concentration. The efflux samples collected were further analyzed
for particle size distribution to detect any attrition of solid par-
ticles. The particle size distribution did not show any significant
change during the tests.

Experimental Results.

(a) Performance Characteristics of Pump A.The experi-
mental observations on pump A with water and different solid-
liquid mixtures at the operating speed of 1450 rpm are presented
in Figs. 4–6.

The performance characteristics of the pump with water are
presented graphically in Fig. 4. It is seen that the maximum pump
efficiency is about 44.5 percent. The corresponding values of
head, discharge capacity, and input power are 14.46 mwc, 16.22
l/s, and 5.17 kW, respectively. These data show reasonable agree-
ment with the data given by the manufacturer for best efficiency
point ~BEP! ~see Table 1!. The maximum flowrate that could be
obtained in the test setup was around 5 percent higher than the
BEP capacity quoted by the manufacturer. This restricted the op-
eration of the pump over the entire characteristic. Evaluation of
the pump performance with water was always repeated after con-
ducting any series of experiments with the solid-liquid mixture.
No significant change in the pump performance with water was
seen during this experimental work.

„i… Overall Performance. Figure 4~a!–~c! gives the pump
performance with bed ash slurry at five concentrations. The head-
capacity curves shown in Fig. 4~a! depict drooping nature similar
to water data. The head developed decreases with increase in con-
centration, the change in the head beyond 33 percent concentra-

Fig. 2 Particle size distribution of different solid materials

Fig. 3 Static settling characteristics of different materials
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tion is only marginal. This behavior is in line with the conclusion
drawn by Stepanoff@1#, based on the observations of Mano@18#
for carbide slurry. The total head developed at BEP reduces with
increase in concentration with the maximum drop of 2.4 m~16.6
percent relative to water! being observed at 52.1 percent solid
concentration~by weight!. Figure 4~b! shows the variation of the
input power with flowrate for the same slurry. The input power is
not affected significantly forCw512.1 percent, whereas the spe-
cific gravity of the mixture increases by 7.6 percent compared to
water. With further increase in solid concentration, the input
power increases at a rate that is lower compared to the rate of
increase of mixture specific gravity. For example, atCw
540.4 percent the specific gravity of the mixture increases by
31.2 percent relative to water whereas the increase in the input
power relative to water performance is around 19 percent. This
implies that the increase in pump power required for pumping bed
ash slurries at any concentrations does not increase in the same
proportion as the increase in specific gravity of the mixture. At
BEP capacity~Fig. 4~b!!, it is seen that input power increases with
increase in concentration, the increase being 1.4 kW atCw
552.1 percent, which is an increase of 27 percent. Figure 4~c!
depicts the variation of efficiency with discharge rate. It is seen
that there is no significant effect in the efficiency of the pump for
all the tested concentrations and the variations observed are with
in the measurement uncertainties. The maximum drop in head and
efficiency of the pump at BEP capacity is around 2.4 m and 3.2
percent, respectively, for 52.1 percent solid concentration~by

weight!in comparison to water data. Also, at the highest solid
concentration tested~i.e., Cw552.1 percent!, the maximum effi-
ciency point for the pump is observed at a lower flowrate com-
pared to that of water. Similar observations have also been re-
ported by Gahlot@19# for nearly similar type of solid material.

Figure 5~a!–~c! presents the pump performance with water and
fly ash slurries at different concentrations. The head-capacity
characteristics of the pump have the same drooping nature as ob-
served for bed ash slurry~Fig. 5~a!!. The drop in head at BEP
capacity~Fig. 5~a!! is about 1.8 m~12.4 percent relative to water!
for Cw560.5 percent and nearly the same drop is seen close to
the shut-off head. The variation in the power input~Fig. 5~b!!
shows that the increase in the power required for pumping fly ash
slurries is almost equal to the increase in specific gravity of the
mixture at low concentrations~Cw<26.5 percent by weight!,
whereas the increased values of power input are lower than the
increase in mixture specific gravity at higher solid concentrations.
This also implies that power required for pumping fly ash slurries
at higher concentrations does not increase in the same proportion
as the increase in specific gravity of the mixture. This same phe-
nomenon could be attributed to the change in rheological proper-
ties of the slurry which shows Newtonian fluid behavior up to 30
percent solid concentration~by weight! and Bingham fluid behav-
ior for higher concentrations~Table 3!. At BEP capacity, the
maximum increase in the input power is 1.9 kW atCw
560.5 percent and corresponding absolute drop in the pump effi-
ciency is around 2.8 percent~Fig. 5~c!!. The pump efficiency

Fig. 4 Performance characteristics of pump ‘‘A’’ with bed ash
slurry at 1450 rpm

Fig. 5 Performance characteristics of pump ‘‘A’’ with fly ash
slurry at 1450 rpm
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variation ~Fig. 5~c!! also shows that the pump efficiency is lower
than that for water when handling slurries. The variation in the
maximum efficiency for BEP capacity is within the measurement
uncertainties. No shift in BEP is observed with increase in solid
concentration for fly ash slurry. Similar feature has also been re-
ported by Gahlot@19# for coal-water slurries.

Pump performance tests conducted with zinc tailings slurries up
to 45 percent solid concentration~by weight! are presented
graphically in Fig. 6~a!–~c!. The head-capacity characteristics for
zinc tailings slurry have nearly identical nature to those of bed ash
slurry and fly ash slurry~Figs. 4~a! and 5~a!!. However, the fall in
head at low discharge rates is more than that at other discharge
rates. This deviation may be attributed to the flow behavior of the
mixture within the pump. Zinc tailings material contains around
28 percent particles finer than 75mm ~by weight! and around 23.5
percent particles are bigger than 300mm size~Fig. 2!. This com-
position of particles may be forcing the solid particles to be ho-
mogeneously distributed at higher velocities/flowrates. At low
flowrates, the settling behavior of bigger particles may be causing
additional head losses resulting in higher fall in head. The maxi-
mum drop in head at BEP is approximately 0.75 m~5.2 percent
relative to water! and is around one third of the drop near shut-off
condition. The variation in power curve at different solid concen-
tration depicted in Fig. 6~b! is similar to the variation seen for fly
ash slurries. The power input to the pump at BEP capacity in-
creases with increase in solid concentration and is 1.7 kW at
Cw545 percent. The increase in the input power values with in-

crease in specific gravity of the slurry at BEP capacity for differ-
ent solid concentrations is found nearly as that for fly ash slurries.
Figure 6~c! shows that the variation of absolute values of effi-
ciency with solid concentration is within the limit of measurement
uncertainties. For this slurry also, no shift in BEP is observed as in
the case of fly ash slurry.

„ii … Comparison of the Performance of Pump A for Differ-
ent Slurries. The pump performance evaluated for the three dif-
ferent types of slurries has been compared for BEP capacity.
Among the three slurries, bed ash slurry has PSD representative
typically of coarse slurry~without fines!, zinc tailings is more
representative of a commercial slurry having continuous distribu-
tion of particles from coarse to very fine size PSD and fly ash is
very finely dispersed multiphase mixture, making it to behave like
a single fluid for head generation and losses. The weighted mean
particle diameter for bed ash and zinc tailings is nearly the same,
whereas for fly ash it is less than one third of the other two
materials~Table 2!.

Comparison of the pump performance for absolute deviations
~drop! at BEP with three materials at the rated speed of 1450 rpm
has shown the following features:

~i! At the highest concentrations tested, the drop in head at
BEP for coarser bed ash slurry~34 percent particles finer than 75
mm but no particles less than 18mm! is 2.4 m, 1.7 m for fly ash
slurry ~75 percent particles finer than 75mm and 14 percent par-
ticles finer than 18mm! and 0.8 m for zinc tailings slurry having
continuous particle size distribution~28 percent particles finer
than 75mm and 9 percent particles finer than 18mm!. The per-
formance was evaluated up to a maximumCw545 percent for
Zinc tailings slurry, which is the lowest among all the values of
highest concentration tested for the three materials. To bring out
the effect of different slurries, the head drop at BEP capacity for
Cw545 percent is evaluated for bed ash and fly ash slurries, also
by interpolation from the measurements taken at neighboring con-
centrations and are evaluated as 2.35 m~16.3 percent relative to
water! and 1.35 m~9.3 percent relative to water!, respectively.
These drops in head are significantly higher than that for the zinc
tailings. This phenomenon can be explained from the differences
in the rheological behavior of the slurries and the particle motion.
For coarser slurry like bed ash slurry~with rapid settling charac-
teristics!, the head loss is more due to the extra energy required to
keep coarser particles in motion. For the commercial slurry like
zinc tailings slurry~with slow settling tendency though containing
coarser particles!, the head loss is minimum as the finer particles
help in suspending the larger particles and hence the energy spent
is lower. The increase in zinc tailings slurry viscosity is compara-
tively less pronounced. For fine particulate slurry like fly ash
slurry ~slow settling tendency!, less energy is required for suspen-

Fig. 6 Performance characteristics of pump ‘‘A’’ with zinc tail-
ings slurry at 1450 rpm

Fig. 7 Performance characteristics of pump ‘‘B’’ with bed ash
slurry at 1250 rpm
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sion of fine particles but the additional energy required to over-
come the frictional losses is reasonably high due to marked in-
crease in slurry viscosity.

~ii ! Similar variation is seen in pump input power for the three
materials at BEP and can be explained on the same lines as for
head.

~iii ! The fall in pump efficiency is higher for bed ash and fly
ash slurries whereas for zinc tailing slurry it is randomly distrib-
uted over the efficiency characteristics with water. However, it is
difficult to draw any conclusion from this variation as it is within
measurement uncertainties.

(b) Head-Capacity Characteristics of Pump B.The head-
capacity characteristics of pump B is investigated at 1250 rpm
with water and two slurries namely, bed ash and fly ash to observe
the effect of pump size on the characteristics. The experimental

data is presented graphically in Figs. 7 and 8. Similar to pump A,
the head-capacity curve has a drooping nature without any cavi-
tation inception and unstable region of operation~Fig. 7!. The
experimental observations with water show the shut-off head as
34.1 mwc. The maximum discharge capacity of the pump ob-
tained in the pilot plant test loop was 42.34 l/s at a total head of
30.1 mwc, which is only 73 percent of the BEP capacity declared
by the manufacturer~Table 1!. Thus the test loop has limited the
flowrate range for evaluating the pump performance with water
and slurries.

The head-capacity characteristics of the pump with bed ash
slurry at various solid concentrations presented graphically in Fig.
7 show that the head developed decreases with increase in dis-
charge capacity at any solid concentration following same behav-
ior as observed with water. The head developed reduces with
increase in concentration at any given discharge capacity for all
concentrations except around 32 percent concentration beyond
which the characteristics show basically no further drop. The rela-
tive drop in head with increase in solid concentration for higher
concentrations is within experimental measurement uncertainties
in head and discharge capacity of the pump. These observations
are similar to pump A for the same slurry. For this pump, the
performance could not be evaluated at very low flowrates due to
settling of solids in the suction pipeline.

The head-capacity curves of the pump with fly ash slurry are
shown in Fig. 8 which depicts similar trends as seen for pump A
with the same slurry. However, the drop in head observed for this
pump is not the same as seen for fly ash slurry for pump A.

Discussion
To bring out the relative pump performance with the three solid

materials over the entire range, the measured data is expressed in
terms of head ratio, power ratio and efficiency ratio. The power
ratio ~PR! is defined in this paper as under,

PR5
input power drawn by the pump for slurry at any flowrate

input power drawn by the pump for water at the same flowrate
(7)

To calculate these ratios accurately, at any desired discharge
capacity, the head and efficiency of the pump with water and
slurry are expressed as second-order polynomials, treating dis-
charge capacity as the variable. It allows calculation of the pump
head, input power and efficiency with water and slurry at any
discharge capacity with an accuracy of61 percent,62 percent
and 63 percent, respectively, provided measurement of flowrate
is taken as accurate. This method is used to calculate HR, PR, and
ER at the specified discharge capacities. It is observed that HR,
PR, and ER do not vary significantly with discharge and the varia-
tion is within 66 percent at any concentration tested. Hence, it
has been assumed that these ratios are reasonably independent of
discharge. Similar results have been reported by Stepanoff@1#,
Kazim et al.@12#, and Wilson et al.@10#

The slurry pumps are operated for large number of applications
either at BEP flowrate or slightly lower than that at BEP~Want
@20#! although whole operating range and appropriate design may
be required for many other services. With reference to the first
group, the variation in HR, PR, and ER with solid concentration
are graphically presented at two flowrates corresponding to BEP
and 75 percent of BEP flowrate~Figs. 9–12!.

„i… Variation of HR, PR and ER for Pump A. Figure 9~a!
shows the variation in HR for pump A for all the three materials at
BEP flowrate. It is seen that the values of HR for bed ash slurry
drop significantly with concentration up toCw530 percent be-

yond which the drop is only marginal. For fly ash, the HR drops
rapidly with concentration up toCw515 percent but this drop is
significantly lower than the drop for bed ash slurry. Beyond 15
percent concentration, the drop in HR with concentration for fly
ash slurry is nearly linear. The drop in head ratio for zinc tailings
with concentration is nearly linear for the concentration range
tested but is very less in comparison to the other two materials.
This phenomenon has also been observed by Gahlot@19# for simi-
lar pump handling zinc tailings slurry and Ni et al.@13# for a
centrifugal slurry pump handling narrow sized medium sand~me-
dian diameter5372mm!. The comparison of the trends of varia-
tion of head ratio for different slurries shows that the value of
head ratio for zinc tailings slurry is within 0.96–1.0 for all the
concentrations tested indicating smaller deviations from water
characteristics. The values of HR for Zinc tailings slurry are al-
ways significantly higher than that for the other two slurries. Simi-
lar variation of the head ratio for different materials is seen at 75
percent of BEP flowrate~Fig. 9~b!!. This phenomenon again can
be explained on the basis of the performance at the BEP. The
weighted mean particle diameter of bed ash and zinc tailings ma-
terials is approximately the same. Hence, the above phenomenon
in the pump is primarily related to the PSD and settling behavior
of the slurry and their effect on the additional losses. The bed ash
slurry is coarser and has nearly no fine particles to provide support
to the larger particles for suspension at low velocities. Therefore,

Fig. 8 Performance characteristics of pump ‘‘B’’ with fly ash
slurry at 1250 rpm
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the head loss for coarser slurry is greater as higher energy is
required to push the coarse slurry across the pump. For zinc tail-
ings slurry, the presence of finer particles (<18mm) provides
support to the coarse particles and hence the additional losses are
low. For this reason, the head ratio values for zinc tailings slurry
are always higher than those for bed ash slurry. Wilson et al.@10#
have also reported higher HR values for the rubber-lined pump
handling slurry having large amount of finer particles in compari-
son to that for the slurry having less amount of fine particles but
both having same median particle diameter. The marginal reduc-
tion in HR value for bed ash beyond 30 percent concentration~by
weight! could be attributed to improved distribution~reduction in
heterogeneity! of particles at higher concentrations, observed in
horizontal pipelines by Mishra@21#. However, this trend has not
been observed in the case of slurries of zinc tailings. The head
ratio values of fly ash slurry lie in between the values of head
ratios of bed ash slurry and fly ash slurry. This could be attributed
to the smaller representative particle size of the fly ash and higher
relative viscosity of the slurries compared to the other two slurries
which is in agreement with the results available in the literature
~Fairbank @2#, Wiedenroth@3#, Vocadlo et al.@4#, Burgess and
Riezes@5#, Sellgren@6#, Walker and Goulas et al.@7#, Sellgren
and Vappling,@8#, Wilson et al.@10#, Gahlot et al.@11#, Kazim
et al. @12#, and Ni et al.@13#!. The finer particles of fly ash are
homogeneously distributed in the slurry and hence require less
energy for transportation leading to higher head ratio values com-
pared to coarser slurry of bed ash. The HR values for fly ash
slurry compared to zinc tailings slurry are lower and can be at-
tributed to the increased frictional losses due to higher viscosity
~Table 3! even when it flows almost homogeneously at all solid
concentrations and flowrates. The variation of HR with solid con-
centration for all the three materials does not show an exact linear

variation with solid concentration but depends on PSD, rheologi-
cal behavior of the mixture and the percentage of finer particles
present.

Figure 10~a!–~b! shows the variation of PR for pump A with
solid concentrations at the two flowrates. The PR increases with
increase in solid concentration. However the increase in the PR is
not the same as the increase in the specific gravity of the mixture.
Figure 10~a! shows that the PR for all the three slurries is always
lower than the corresponding values of the mixture specific grav-
ity. Similar variation in PR is also observed at 75 percent of BEP
capacity. This is in line with the results of Gahlot et al.@19# but
do not agree fully with the findings of Ni et al.@13#. Ni et al. @13#
observed variation of PR with concentration to be nearly the same
as that seen in the specific gravity, for the narrow sized mixture
for median particle diameters up to 372mm but for higher particle
size, PR value was always higher than the values of mixture spe-
cific gravity.

Figure 11~a! shows the variation in efficiency ratio at BEP ca-
pacity~Table 1! of the pump A with solid concentration for all the
three slurries. It is seen that the efficiency ratio for zinc tailings
slurry is randomly distributed around 1.0 at different solid con-
centration. The efficiency ratio for bed ash and fly ash slurries is
also randomly distributed around 0.94. At 75 percent of the BEP
flowrate, Fig. 11~b! shows that the variation in efficiency ratio for
all the three slurries is in the range of 0.93–1.0 and is within the
range of measurement uncertainties. Hence it is not very appro-
priate to draw any conclusion for the trend of variation of ER with
concentration from these data.

The above experimental results show that the head, power, and
efficiency of the pump are affected by the presence of suspended

Fig. 9 Variation of head ratio with solid concentration for dif-
ferent solid materials at 1450 rpm „pump ‘‘A’’ … Fig. 10 Variation of power ratio with solid concentration for

different solid materials at 1450 rpm „pump ‘‘A’’ …
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solid particles in the carrier liquid. Comparison of the three ratios
shows that the values of ER are always higher than the corre-
sponding HR values by about 2–10 percent for all the three solid
materials depending upon the concentration and properties of the
solid material. Vocadlo et al.@4# have suggested that the values of
head ratio and the efficiency ratio at any concentration are nearly
equal for fly ash, sand, and gravel mixtures. Sellgren@6# found
nearly equal values of the head and efficiency ratios at solid con-
centrations below 20–25 percent~by volume! for industrial min-
erals and ores whereas at higher concentrations the values of ef-
ficiency ratios are found to be lower than those of the head ratios.

Similar results have also been reported by Sellgren and Vappling
@8# for the rubber-lined pump handling perlite material and copper
tailings and by Ni et al.@13# for the pump handling narrow sized
sand slurries. Kazim et al.@12# have reported that the ER is within
5 percent of the HR values on lower side for coal, zinc, iron and
different Sand samples. However, Gahlot et al.@11# have shown
that the efficiency ratio is always higher than the corresponding
head ratio by approximately 2–9 percent at all concentrations for
zinc tailings and coal slurries. The present findings are in agree-
ment with the findings of Gahlot et al.@11#. The present findings,
and those reported in the literature, suggest that the pump perfor-
mance is sensitive to the changes in properties of the slurry and
the pump geometry. There is a need to establish the dependence of
head ratio and efficiency ratio on the above variables.

„ii … Variation of HR for Pump B. Evaluation of head ratio
for pump B shows no variation with flowrate for all concentra-
tions tested except at higher concentrations of fly ash slurry. The
head ratio values calculated at 73 percent of BEP flowrate are
presented graphically in Fig. 12. The head ratio values for bed ash
slurry in comparison to fly ash slurry, for solid concentrations up
to 37 percent by weight are lower. The rate of reduction in head
ratio value is greater for bed ash slurry compared to fly ash slurry
up to 32 percent concentration~by weight!. Further increase in the
concentration does not affect the head ratio. For fly ash slurry, the
head ratio continuously decreases with increase in concentration
and beyond 40 percent concentration, the values of head ratio are
lower for fly ash slurry compared to that for Bed ash slurry.

„iii … Comparison of HR of Pump A and Pump B. The HR
values of the two pumps for slurries of bed ash and fly ash are
compared at capacity corresponding to nearly similar fraction of
their BEP capacity with water in Fig 12. The comparison shows
that the HR values for bed ash slurry~in the tested range of con-
centration! and for fly ash slurry~up to Cw540 percent! are ten-
dentiously lower for pump A. This suggests that the additional
head loss for the slurry flow decreases with increase in pump size.
Such tendency is more evident in the literature, as observed by
Wiedenroth@3#, Sellgren@6#, and Wilson et al.@10#. They have
attributed this phenomenon to increased flow passages in larger
pumps.

Conclusions
From the present experimental investigations on the pump char-

acteristics with different slurries, following broad conclusions can
be drawn:

1 The head and efficiency of the pump decrease with increase
in solid concentration, particle size, and slurry viscosity, the de-
crease in the head being 2–10 percent higher than that of the
efficiency. The presence of finer particles (,18mm) in coarser
slurries substantially attenuate the loss of performance of the
pump in terms of head and efficiency.

2 At low solid concentrations~,30 percent by weight!, the
increase in the pump input power is directly proportional to the
specific gravity of slurry whereas the same relationship is not
applicable at higher concentrations. The variation of the efficiency
ratio is within the measurement uncertainties.

3 The study on the pumps has basically confirmed that the
additional head loss for slurries decrease with increase in the
pump size.
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Fig. 11 Variation of efficiency ratio with solid concentration
for different solid materials at 1450 rpm „pump ‘‘A’’ …

Fig. 12 Comparison of head ratio for two solid materials at 73
percent of BEP capacity of pump ‘‘B’’ „1250 rpm … and 75 per-
cent of BEP capacity of pump ‘‘A’’ „1450 rpm …
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Nomenclature

HR 5 head ratio
PR 5 power ratio
ER 5 efficiency ratio
Cw 5 solid concentration by weight~percent!
hR 5 relative viscosity
ty 5 yield stress (N/m2)
Vs 5 dimensionless specific speed~rad/s, m3/s, m!
Ns 5 specific speed~rpm, m3/hr, m!
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Flow Control of Rotating Stall in a
Radial Vaneless Diffuser
The instabilities of a backflow layer on a diffuser wall and the main flow with vorticity
have already been shown theoretically to cause the occurrence of rotating stall in a
vaneless diffuser. These instabilities, however, have not yet been proven to exist experi-
mentally. This study was carried out to examine the factors contributing to the occurrence
of rotating stall using a jet installed in a diffuser. Rotating stall was completely sup-
pressed by a jet that was set in the direction opposite to the vector of the impeller
peripheral velocity, and amplified by the jet set in the same direction as that vector. The
effects of the jets were confirmed by the experiment using the jets installed at positions
other than the neighborhood of the diffuser wall. The results suggest that the instability of
the main flow contributes to the onset of rotating stall. The factors contributing to the
onset of rotating stall and the effect of the jet on the performance of the impeller-diffuser
combination are discussed.@DOI: 10.1115/1.1351174#

Introduction
It is well known that rotating stall occurs in the vaneless dif-

fuser of a centrifugal fan/compressor. The fluid oscillation due to
rotating stall in many cases limits the stable operation range of the
turbomachine. Many of the studies that were carried out on rotat-
ing stall in vaneless diffusers dealt with the flow patterns present
during rotating stall~Tsurusaki et al.@1#!, the methods for predict-
ing the initiation flow rate and rotational speed of stall cells based
on experimental results~Kinoshita and Senoo@2#, Tsurusaki et al.
@3#!, and passive/active control methods~Abdelhamid @4#,
Yoshida et al.@5#, Kurokawa et al.@6#!. The instabilities that oc-
cur between the backflow layer on the diffuser wall and the main
flow with vorticity were identified as factors contributing to the
occurrence of rotating stall by theoretical analyses~Jansen@7#,
Abdelhamid@8#!. The unsteady interaction between the inviscid
main flow and the boundary layers was studied as a theoretical
model of rotating stall~Frigne and Van den Braembussche@9#!.
At the critical flow rate for the onset of rotating stall, the flow
angles were measured near the diffuser wall along the radius of
the diffuser~Imaichi and Tsurusaki@10#!. In the experiment, the
radial extent of the backflow layer at the critical flow rate was
estimated to be about 15 percent of the diffuser radial length. For
convenience, the flow rate when the backflow layer develops on
the diffuser wall can be considered the initiation flow rate of ro-
tating stall. However, the process of the transition of the backflow
layer to rotating stall, and the instability of the main flow itself
remain to be clarified. The mechanism of the occurrence of rotat-
ing stall remains unknown.

The main objective of this study is to examine experimentally
the factors contributing to the occurrence of rotating stall. To this
end, a jet was introduced into the flow to control rotating stall.
The jet was directed parallel to the diffuser wall. The effect of the
jet on the performance of the impeller-diffuser combination is also
discussed.

Experimental Apparatus
The experimental apparatus is shown in Fig. 1. Air pressurized

in the booster blower was piped into a flow meter, the suction
pipe, the two-dimensional centrifugal impeller, and the parallel
walled vaneless diffuser, and finally emitted to the atmosphere.

The impeller was driven by a motor at a rotational speed of 2100
rpm. The specifications of the impeller and the vaneless diffuser
are shown in Table 1.

The jet used in the experiment was constructed as follows. Air
pressurized in the blower was introduced into the flow meter, the
flow distributer, the vinyl tubes and nozzles, and then flowed out
from nozzle-holes 1 mm in diameter~Fig. 2! in the direction par-
allel to the diffuser wall. The velocity of the jet was 61 m/s. Eight
nozzles were arranged at the same azimuthal intervals on a circle
with r /r 251.06. The flow direction of the jet was set by a pro-
tractor attached to the nozzle. All of the vinyl tubes had the same
length so that the flow rates through each of the jets were the
same. The total flow rate of the eight jets was 23~l/min!, which
was equivalent to 3% of the flow coefficientf50.074 when ro-
tating stall was fully developed. This value was fixed regardless of
the flow direction of the jet.

Measurement Method
A semiconductor-type pressure transducer was mounted at the

position r /r 251.06 on the wall, in the neighborhood of the dif-
fuser inlet. The frequency spectra of the pressure fluctuations were
measured using a FFT analyzer. A frequency spectrum was ob-
tained from the ensemble average of 128 spectra by using an
averaging function of the FFT analyzer. The measurement system
is shown in Fig. 3~a!. The pressure measurement point and the
nozzle position were located at different azimuthal locations. It
was confirmed that the influence of the jet on the measured value
of the pressure fluctuation was negligible. The stall cell numberl
was obtained from the equationl5d/g, by using the phase dif-
ferenced ~degree! of the pressure fluctuations measured at two
points located apartg ~degree! on the circle withr /r 251.06. The

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
September 21, 1999; revised manuscript received December 1, 2000. Associate Edi-
tor: D. Williams. Fig. 1 Experimental apparatus
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phase difference was obtained from the phase of the cross spec-
trum between the two points. The rotational speed,f r , of the stall
cell was determined fromf r5 f /l, by using the fundamental fre-
quency,f, of rotating stall and the cell numberl.

An I-type hot wire probe was inserted vertically into the dif-
fuser at the positionr /r 251.52, and the frequency spectra of the
velocity fluctuations were measured at several points located
along the diffuser depth. In the measurements, the wire of the
probe was aligned with the radial direction of the diffuser. The
measurement system is shown in Fig. 3~b!.

The performance of the impeller-diffuser combination was ob-
tained by the measurement of the pressure difference between the
diffuser exit and the impeller inlet.

Experimental Results and Discussion

Conditions of Rotating Stall. Figure 4 shows the frequency
spectra of the pressure fluctuation measured atr /r 251.06. The
flow coefficientf of the impeller was varied between 0.116 and
zero. Three groups of discrete frequencies due to rotating stall of
the vaneless diffuser are observed. The stall cell number of each
group is 1, 2, and 3 from the left in the figure.

Figures 5~a! and 5~b! show the variation of nondimensional
amplitude of the fundamental component of the pressure fluctua-
tion with the flow coefficientf, and that of nondimensional rota-
tional speed of the stall cell, respectively. The points shown as
zeros indicate that rotating stall was not observed in the measure-
ment. The flow coefficient for the shock-free entry of the tested

impeller is 0.104, which means that rotating stall of the vaneless
diffuser was initiated at a flow rate slightly higher than that. By
comparing the rotational speed of the stall cell with that measured
previously~Tsurusaki et al.@3#!, it was judged that the fluctuation
measured here was due to rotating stall of the vaneless diffuser.

When 0.03,f,0.10, the 1-, 2-, and 3-cell components appear
at the same flow rate, but they have different rotational speeds. As
the flow rate decreases to the region of 0,f,0.05, the amplitude
of 2-cell component becomes large, while other components be-
come small and finally disappear.

Dependence of Control Effect on the Flow Angle of Jet.
The variation of the pressure fluctuation~nondimensional ampli-
tude of the fundamental component! with the flow angleu of theFig. 2 Jet nozzle inserted in diffuser

Fig. 3 Measurement systems of pressure fluctuation „a… and
of velocity fluctuation „b…

Fig. 4 Frequency spectra of pressure fluctuation. Uncertainty
of data: f : Á0.125 Hz, f: Á0.001, pressure amplitude: Á6%.

Fig. 5 „a… Nondimensional pressure amplitude and „b… rota-
tional speed ratio of cells. Uncertainty of data: f: Á0.001,
p Õru 2

2:Á6%, f r Õf i : Á0.004 „1 cell …, Á0.002 „2 cells …, Á0.001 „3
cells ….

Table 1 Specifications of impeller and vaneless diffuser
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jet installed atzj /b50.03 is shown in Figs. 6~a! and 6~b!. Solid
and open circles represent the cases with and without the jet,
respectively.u50 designates the direction which is opposite to
the vector of the impeller peripheral velocity,u590, the diffuser
outlet direction, andu5180, the direction of the impeller periph-
eral velocity vector. Atf50.074, rotating stall cells~2 and 3
cells! were completely controlled by the jet in theu50 direction,
and amplified by the jet oriented in theu5180 direction. How-
ever, atf50, rotating stall was not amplified by the jet oriented
in theu5180 direction, although it was suppressed by the jet over
a wide range ofu. The same experiments were carried out with
the jet positioned atzj /b50.46 and 0.91, atf50.074 andf
50. In those experiments, the suppression was achieved over a
wide range ofu regardless of the cell number; however, no am-
plification was observed.

Dependence of Control Effect on the Location of Jet. As
the dependence of the control effect on the flow angle of the jet
was clarified, the location of the jet was changed along the dif-
fuser depth direction for two cases ofu50 and 180. Figures
7~a!–7~c! show the results atf50.072, where the abscissa des-
ignates the location of the jet. Open circles represent the case
where the jet was not activated, although the nozzles were in-
serted into the diffuser. Solid circles and triangles represent the
case ofu50 ~suppression! and u5180 ~amplification!, respec-
tively. At this flow rate, the 1-, 2-, and 3-cell components coexist
under the condition without control. In the case ofu50, all com-
ponents were controlled regardless of the jet location, and espe-
cially the 2-cell component disappeared completely. However, the

effect of amplification in the case ofu5180 varies according to
the jet location. The 2-cell component was amplified by the jet
nearzj /b50. The 3-cell component was amplified by the jet be-
tweenzj /b50.5 and 0.8, and at the same time the 2-cell compo-
nent was suppressed. The 1-cell component was suppressed even
in the case ofu5180 except in the neighborhood ofzj /b51.0.

Figure 8 shows the results measured atf50. The 2-cell com-
ponent was amplified by the jet in theu5180 direction near
zj /b50.5, but it was suppressed nearzj /b50.

It became clear that rotating stall was amplified or suppressed
by the jet even when it was installed at positions other than the

Fig. 6 Dependence of control effect on jet direction „a… 2-cell
component and „b… 3-cell component. Uncertainty of data: u:
Á1 deg, p Õru 2

2: Á6%.

Fig. 7 Dependence of control effect on jet position „a… 1-cell
component, „b… 2-cell component, and „c… 3-cell component.
Uncertainty of data: zj Õb : Á0.03, p Õru 2

2: Á6%.
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neighborhood of the diffuser wall. This shows that the flow near
the wall ~backflow! is not the only factor contributing to the oc-
currence of rotating stall. The instability of the main flow may
have also caused rotating stall.

Dependence of Control Effect on Flow Rate. The jet was
introduced atzj /b50.03, and pressure and velocity fluctuations
were measured at several flow coefficients. Figures 9~a! and 9~b!

show the results for 2- and 3-cell components. Open circles rep-
resent the case where the jet nozzle is not inserted into the dif-
fuser, and solid circles and triangles represent the cases ofu50
and 180, respectively. In the case of the jet directed atu50,
rotating stall was completely suppressed at a comparatively high
flow rate, but it was not suppressed by the jet velocity used in this
experiment at a low flow rate. In the case of the jet atu5180, the
3-cell component was amplified at 0.08,f,0.12, but suppressed
at 0.03,f,0.08. The 2-cell component was amplified over the
range 0.03,f,0.08. This phenomenon was also observed under
the conditions without control.

Figure 10 shows the velocity fluctuations for the 2-cell compo-
nent measured inside the diffuser atr /r 251.52 by using a hot
wire probe whose wire was set in the radial direction. Rotating
stall was completely suppressed at a comparatively high flow rate,
and amplified at low flow rates except for the zero flow rate case.
From this experiment, it is obvious that suppression and amplifi-
cation of rotating stall occur not only at the inlet but also inside of
the diffuser.

Change of the Rotational Speed of Stall Cells Due to Con-
trol. Figure 11 shows the variation of the nondimensional rota-

Fig. 8 Dependence of control effect on jet position. Uncer-
tainty of data: zj Õb : Á0.03, p Õru 2

2: Á6%.

Fig. 9 Dependence of control effect on flow coefficient „pres-
sure fluctuation … „a… 2-cell component and „b… 3-cell compo-
nent. Uncertainty of data: f: Á0.001, p Õru 2

2: Á6%.

Fig. 10 Dependence of control effect on flow coefficient „ve-
locity fluctuation …. Uncertainty of data: f: Á0.001, v Õu 2 :
Á6%.

Fig. 11 Dependence of control effect on flow coefficient „rota-
tional speed ratio of cells …. Uncertainty of data: f: Á0.001,
f r Õf i : Á0.002.

284 Õ Vol. 123, JUNE 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tional speed of the stall cells for the two cases of jet directions,
u50 and 180, where the jet was set atzj /b50.03. Open circles
represent the case where the nozzles were not inserted. With the
jet at u5180, the rotational speed of the cells was increased
slightly at low flow rates compared to the case without the nozzle.
This is based on the increment of the time-averaged peripheral
velocity of the flow. It is established theoretically~Abdelhamid
@8#! and experimentally~Tsurusaki et al.@3#! that the rotational
speeds of the cells are proportional to the peripheral velocity of
the flow. The rotational speed of the cells was decreased markedly
when rotating stall was suppressed by the jet atf50. Though the
jet velocity was the same for the two cases ofu50 and 180, the
degree of change of the rotational speed of the cells was quite
different. This remarkable effect of the jet is discussed in detail in
the next section.

Consideration of Effect of Jet. The effect of the jet on the
flow stability, that is, suppression/amplification of rotating stall,
can be explained based on the conservation law of the moment of
momentum. From the equations of the moment of momentum and
continuity, the flow angles and the nondimensional peripheral ve-
locities for the two cases ofu5180 andu50 are expressed, as-
sumingr j5r 2 for simplicity of calculation, as

tana5f~11m!2/z~16mj!,

cu /u25z~r 2 /r !~16mj!/~11m!,

where 1 and 2 denote the cases ofu5180 andu50, respec-
tively, m5flow rate of the jet/flow rate of the impeller,

z5peripheral velocity of the main flow/peripheral velocity of the
impeller atr 5r 2 , andj5peripheral velocity of the jet/peripheral
velocity of the main flow atr 5r 2 . z can be assumed to be a
constant value of 0.5 from the previous experiment~Tsurusaki
et al. @3#!, j is equal to 6 in the present experiment, and ‘‘m’’ is
varied as the flow rate of the impeller changes.

Figure 12~a! shows the variation of ‘‘tana’’ according to the
flow coefficient. The critical flow coefficient for the onset of ro-
tating stall is 0.105 in the case without nozzle~Fig. 9~a!!. The
dotted line in Fig. 12~a! was located so that the flow coefficient in
the intersection point of the dotted line with the curve ‘‘without
jet’’ extended was 0.105. In the case ofu50, the flow angle
becomes large at both large and very small flow coefficients. In
the previous studies~Jansen@7#, Abdelhamid@8#!, it was estab-
lished that the flow is stable at large flow angles. Therefore, this
calculated result shows that the flow becomes stable. In the case
of u5180, the flow angle becomes small, therefore, the flow re-
mains unstable. Although the present consideration is based on the
averaged value of the flow angle along the diffuser depth, the
result on the flow stability agrees qualitatively with the measured
results.

Figure 12~b! shows the variation of the peripheral velocity ra-
tios calculated atr /r 251.5 with the flow coefficient. The incre-
ment of the peripheral velocity due to the jet atu5180 is smaller
than the decrement of that due to the jet atu50. The changes of
the measured rotational speeds of the cells due to the jets~Fig. 11!
are qualitatively conformable with the changes of the peripheral
velocity calculated over the range 0,f,0.05. The peripheral ve-
locity calculated in the case ofu5180 becomes very large at very
low flow coefficients. However, in the case ofu5180, the real
peripheral velocity will not be so large at very low flow coeffi-
cients, because the pressure fluctuation~Fig. 9~a!! and the rota-
tional speed of the cells~Fig. 11! are not so large compared to
those measured in the case without jet.

The effect of the jet on the performance of the impeller-diffuser
combination is shown in Fig. 13 over the range off when rotating
stall occurred. In the case ofu50, a five percent decrement of the
pressure rise is observed compared to the case without jet. This is
due to the decrement of the peripheral velocity of the flow~Fig.
12~b!!. In the case ofu5180, in spite of the increment of the
peripheral velocity, the pressure rise is nearly equal to that in the
case without jet. It is believed that kinetic energy given by the jet
was almost dissipated in the diffuser due to rotating stall strength-
ened with the jet.

Fig. 12 „a… Effect of jet on flow angle of main flow „calculated …

and „b… effect of jet on peripheral velocity of main flow „calcu-
lated, r Õr 2Ä1.5…

Fig. 13 Effect of jet on performance of tested fan. Uncertainty
of data: f: Á0.001, Dp Õru 2

2: Á0.02.
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Uncertainty Estimation
The uncertainties in the measured data were estimated using a

formula for propagation of errors given in ASME PTC19.1-1985.

Conclusions
The main results of this study are as follows:

1 It is believed that the instability of the main flow contributes
to the occurrence of rotating stall.

2 Rotating stall can be suppressed or amplified by the jet set in
the directions ofu50 or 180, respectively. In particular, rotating
stall is completely suppressed at a comparatively high flow rate.
However, the performance of the impeller-diffuser combination is
reduced with the control jet atu50.

3 The control effect of a jet on rotating stall can be explained
qualitatively using the conservation law of the moment of mo-
mentum.

4 The phenomenon that the alternate amplification/suppression
of the 2- and 3-cell components with the flow coefficient was
observed~Figs. 9~a! and 9~b!!.
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Nomenclature

b 5 diffuser width ~m!
c 5 velocity of the flow~m/s!
f i 5 rotational speed of the impeller~rps!
f r 5 rotational speed of the stall cell~rps!
p 5 pressure amplitude of the fundamental component of

rotating stall~Pa!
r 5 radius~m!
u 5 impeller peripheral velocity~m/s!
v 5 velocity amplitude of the fundamental component of

rotating stall~m/s!

z 5 position measured from the upper wall of the diffuser
~m!

a 5 flow angle measured from the tangent of the diffuser
~degree!

Dp 5 pressure rise of impeller-diffuser combination~Pa!
u 5 flow angle of the jet~degree!
r 5 air density~kg/m3!
f 5 flow coefficient~radial velocity/impeller peripheral ve-

locity at impeller outlet!

Subscripts

2 5 impeller outlet~diffuser inlet!
h 5 hot wire probe
j 5 jet
u 5 peripheral direction
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An Aerodynamic Shroud for
Automotive Cooling Fans
Results from an experimental investigation of an aerodynamic fan shroud are reported.
The device was motivated by the relatively large (2.5 cm) tip clearance required in
automotive cooling fans which are mounted to the engine. The shroud consists of a
pressurized plenum and a Coanda attachment surface to deliver a jet of high momentum
air into the tip clearance region. Both the performance and the efficiency for the initial
system design were enhanced at higher flow rates, and degraded at lower flow rates. A
small tuft was used to observe qualitative flow features in the near wake and tip clearance
region of the fan. This information was used to create a modified design. The new geom-
etry was tested and found to provide improved performance characteristics for a wider
range of flow rate conditions.@DOI: 10.1115/1.1359212#

1 Introduction
Automotive cooling fans, which are engine mounted~primarily

truck applications!, require a large tip clearance between the fan
tip and the shroud. The range of typical values for tip clearance is
2,t,3 cm. This distance accommodates the relative motion be-
tween the engine and the chassis mounted shroud. As a conse-
quence, the typical operating efficiencies of these fans are less
than 20 percent. Considerable effort has been directed toward the
understanding of tip clearance effects in more typical turboma-
chinery applications, e.g., see Adamczyk@1#, Laksminarayana@2#,
and the references within Laksminarayana@3#. The negative ef-
fects of large tip clearance in automotive applications has been
recognized in, for example, Baranski@4# and Mellin@5#. However,
due to the extremely large tip clearances of these applications,
little effort has been devoted to the understanding of these flows.
Additionally, very few technological suggestions have been made
as to how to improve automotive cooling fan efficiencies. Note
that this application is also unique in the field of turbomachinery
because of the partially shrouded nature of the fan. Specifically, in
automotive fan flows, the fan is typically inserted only part way
into the shroud as shown in Fig. 1. This allows for a radial outflow
pattern which provides enhanced performance through a range of
operating conditions.

The present communication is to report on experimental data
which characterizes the performance and efficiency of an ‘‘Aero-
dynamic Shroud’’~see Foss@6#, and Foss and Morris@7#! that is
to enhance performance in these automotive applications. To the
author’s knowledge, this was the first study which utilized active
flow control in the tip clearance region of an automotive cooling
fan. This shroud utilizes a pressurized plenum to deliver a Coanda
attachment jet that serves to ‘‘fill’’ the gap between the blade tip
and the physical surface of the shroud; see Fig. 1. The jet velocity
profile shown in Fig. 1 is a schematic representation of that which
would exist if the cooling fan were not spinning. The specific
design of the convex wall jet shown was derived from data pre-
sented in several previous research efforts involving Coanda jets,
most notably: Wilson and Goldstein@8#, Ameri and Dybbs@9#,
and Shakouchi et al.@10#.

The variables used to describe typical fan investigations are
the fan diameter (D tip), tip clearancet5(Dshr/2)2(D tip/2),
rotating speed characterized byU tip , fluid viscosity (v),
pressure rise (DPfan), and flow rate (Qfan). The aerodynamic
shroud introduces the following variables: shroud jet-gap
~g!, shroud flow rate (Qshr), and shroud plenum pressure

(DPshr5Pshroud2PT-approach). Note thatPT-approachrepresents the
total pressure of the inflow. The use ofPT-approachpermits the use
of the upstream loss elements~e.g., heat exchangers! to be repre-
sented in the measurements. The value used in the present study is
that of the undisturbed atmosphere. Note that if loss producing
elements were present and sufficiently close to the fan inlet, the
PT-approachvalue would have to be suitably averaged over the inlet
area if the present data were to be used as a predictive guide for
the behavior of this new configuration.

The next section presents the experimental equipment and pro-
cedure. The third section utilizes the above considerations to ex-
tract the dimensionless integral parameters~pressures, flow rates!
for the axial fan/aerodynamic-shroud combination. Performance
and efficiency results are then presented in which the efficacy of
the aerodynamic shroud is demonstrated. Tuft visualizations were
used to obtain information about the flow directions in the near
wake and tip clearance area for varied fan/shroud conditions.
These results motivated geometric modifications which were
made to the original design. Performance measurements using the
improved geometry were also obtained.

2 Experimental Equipment and Procedure
An Automotive Cooling Fan Research and Development

~ACFRD! facility ~see Fig. 2 and Morris et al.@11#! has been
developed at Michigan State University. Note that capital letters
are used to identify specific features of the system. The test fan
moved air from the laboratory, and into the upper receiver~F!
which had dimensions 3 m33 m32 m. The air was then reaccel-
erated through nozzles~L! to a lower receiver~T!, which delivered
the air to a secondary blower~I!. This blower then moved the air
past a throttle plate~H!, and back to the laboratory.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
June 19, 2000; revised manuscript received December 31, 2000. Associate Editor:
Y. Tsujimoto. Fig. 1 Schematic of aerodynamic shroud

Copyright © 2001 by ASMEJournal of Fluids Engineering JUNE 2001, Vol. 123 Õ 287

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A pressure tap~Y! was located at the top of the upper receiver
to measure the pressure rise (DPfan). A 1-Torr Baratron pressure
transducer was used for this measurement; the accuracy of this
measurement was61 percent. The agreement of pressure rise
measurements between the ACFRD facility and AMCA certified
tunnels gives confidence in this measurement. The total flow rate
(Qtotal) was measured by the metering system~P! between the

upper and lower receivers. The accuracy of the flow rate measure-
ment was estimated to be less than or equal to61.5 percent, as
described in detail in Morris et al.@12#. The value (Qshr) is sepa-
rately metered using a calibrated elbow meter in the shroud air
delivery system. This permitted the approach flow rateQfan
5Qtotal2Qshr to be evaluated. Electric power measurements~and
known losses in the drive system! permitted the input power to the
fan (` fan) to be known. The relative uncertainty in the power
measurement was63 percent of the measured value.

The test fan selected for the experiments was that of a 1994
Ford Explorer vehicle; see Fig. 3. The fan was manufactured by
Usui Corporation~part #F37A-8600-FA!. The fan had 10 cam-
bered blades with a tip diameter of 0.453 m (R50.227 m) and a
hub to tip ratio of 0.5. Axial depth of the blades was 56 mm, and
nearly constant from hub to tip. The chord angle of the blades was
40 degrees, and constant along the radius. The blade thickness
was 3 mm. The outer 30 mm of the blades were ‘‘swept back’’ at
an angle of 30 degrees. This design is common in automotive
cooling fans to assist in the radial outflow around the engine. The
shroud was axisymmetric with a tip clearance oft52.5 cm
(50.11R). The blade chord~C! was 5.0 cm; thust/C50.50. The
fan was placed relative to the shroud such that the upstream 50
percent of the blade height was within the shroud; see Fig. 1. This
placement of the fan/shroud is typical and often required in auto-
motive applications due to the effect of the engine blockage on
fan outflow.

3 Analysis
It is useful to consider the axial fan and the aerodynamic shroud

to be the internal elements of a boundary value problem whose
upstream boundary is in the laboratory ‘‘atmosphere’’ and whose
downstream boundary is within the receiver~F!. Since the desired
information ~the appropriately normalized velocity and pressure
fields! represents the solution to this boundary value problem, the
nondimensional parameters that are present in the governing equa-
tions~Navier-Stokes! and the boundary conditions are sufficient to
fully characterize the subject problem. The selected velocity and
length scales, plus the characterization of the working fluid, are:

~i! the tip speed of the fan blade (U tip) as the velocity refer-
ence in the problem,

~ii ! the fan diameter (D tip) as the length scale of the problem,
and

~iii ! the kinematic viscosity (v) of the working fluid~air!.

The boundary value problem described above in general terms for
the flow field of Fig. 1 will be made specific by identifying the
boundary conditions~i.e., the independent variables!. First, the
approach flow rate (Qfan) can be expressed as

f5
Qfan/Aflow

U tip
5

U0

U tip
. (1)

where Aflow5p/4(Dshr
2 2Dhub

2 ) represents the annular area be-
tween the shroud and fan hub. Note that the use ofAflow rather
than D tip

2 (5Aflow31.29) is conventional in fan scaling. Second,
the pressure in the shroud plenum referenced to the tip speed as
DPshr/rU tip

2 characterizes the ‘‘driving potential’’ for the shroud
flow.

The height ~g! of the jet opening characterizes the shroud
~given its basic aerodynamic shape as noted in Fig. 1!. Its para-
metric designation is (g/D tip). The boundary value problem can
therefore be specified in terms of these three boundary condition
parameters and the Reynolds number (U tipD tip /v). It is typical in
fan studies~see e.g., Lakshminarayana@3#! to not include the
Reynolds number as a significant parameter given the dominance
of inertial effects. The insensitivity of the present data to the mag-
nitude of the Reynolds number was confirmed by observations of
the data presented in Section 4; hence it will not be considered in
the governing parameter set given below.

Fig. 2 Schematic of ACFRD facility

Fig. 3 Schematic of test fan
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The dependent variables of interest are: fan pressure rise,
shroud volume flow rate, and system efficiency. In dimensionless
form, the typical expression for the performance of a conventional
fan:

c[
DPfan

1

2
rU tip

2

5c~f!, (2)

is modified to:

c5cS f,DPshr/rU tip
2 ,

g

D tip
D . (3)

The shroud flow rate and system efficiency can be respectively
described as

L[
Qshr

U tipAflow
5LS f,DPshr/rU tip

2 ,
g

D tip
D . (4)

and

hsys[
DPfanQfan

` fan1`shr
5hsysS f,DPshr/rU tip

2 ,
g

D tip
D (5)

where the power required to pressurize the shroud is defined as

`shr5
DPshrQshr

hshr
(6)

andhshr is the efficiency of the shroud delivery system. The nu-
merical value ofhshr will depend on the design of the shroud
delivery system which is specific to an application. For this com-
munication, a single value ofhshr50.7 was selected in order to
permit characteristic system efficiencies to be evaluated. This was
necessary because a large centrifugal blower was used in to
present experiments to provide experimental flexibility of the op-
erating conditions. Because the shroud power levels were typi-
cally less than 10 percent of the main fan power, values ofhshr
other than 0.7 made only small quantitative changes to the results.

Using Eq.~4!, Eqs.~3! and~5! can be rewritten in terms of their
functional dependence as

c5c~f,DPshr/rU tip
2 ,L! (7)

and

hsys5hsys~f,DPshr/rU tip
2 ,L!. (8)

An examination of the experimental data that will be presented in
the Results section has revealed a useful simplification of Eqs.~7!
and~8!. Specifically, the variablesDPshr/rU tip

2 andQshr/AflowU tip
can be combined to a single dimensionless variable:

x[S DPshr

rU tip
2 D S Qshr

AflowU tip
D (9)

wherex represents a dimensionless ‘‘power level’’ of the shroud.

4 Performance Results
The system performance was established as the functional rela-

tionship between the pressure rise across the fan and flow rate
through the fan. This performance can be expressed in terms of
the dimensionless variables defined in the analysis described by
Eq. ~7!. The system efficiency is defined by Eq.~8!. Typically 15
points were acquired fromf50 ~pressure is maximum! to the
maximum flow rate (c50) to define this ‘‘characteristic curve.’’
These data were acquired for fan speeds of 800, 1000, 1200, 1400,
1600, and 1800 rpm with the shroud gap~g! set to 2 mm. Data
were also taken forg51.0, 1.5, 2.0, 2.5, and 3.0 mm with a fan
speed of 1000 rpm. Typically 5 shroud pressure conditions were
examined for each of the above jet gap settings and fan speeds;
these ranged from 0–800 Pa. This combination of variables led to
a total of 50 curves to fully characterize the shroud and fan per-

formance. The above dimensional conditions can be described in
nondimensional form as 0.000,x,0.068 wherex is defined in
Eq. ~9!.

An additional ‘‘collapse’’ of the data was found that could not
be anticipated from the boundary value problem analysis given
above. Specifically, the shroud power, represented asx in Eq. ~9!,
can be used to fully characterize the contribution of the shroud.
This observation has allowed the test condition to be specified in
terms of two, instead of three, dimensionless variables. Equations
~7! and ~8! can now be rewritten as:

c5c~f,x! (10)

and

hsys5hsys~f,x! (11)

Figure 4 supports the simplified description of Eq.~10!. The fan
pressure rise as a function ofx for two representative flow rates
(f50.10,0.24) is shown. The ability of the single variable~x! to
represent bothg/D andL is evident in this figure for the twof
values. Similar results represent the data collapse for otherf val-
ues. Hence, Eq.~10!, and by extension~11!, is supported by the
results presented in Fig. 4.

The performance data are presented in Fig. 5 for selectedx
values in the range 0.000,x,0.068. For clarity, only 8 of the 50
performance curves tested are shown. The balance of the data is
available in Morris@13#. It is evident from these figures that the
fan performance~i.e., c at a givenf value! is strongly dependent
on the parameterx. The contribution of the aerodynamic shroud
in terms of the fan performance at higher flow (f.0.13) rates is
apparent in Fig. 5. Note that the maximum flow rate obtained~i.e.,
f for the conditionc50! is increased significantly asx is in-
creased. Note again that the abscissa~f! represents the approach
flow rateQfan5Qtotal2Qshr. The additional flow rate is an aero-
dynamic effect and not simply the addition of flow from the
shroud. In contrast, however, lower values off indicate a de-
crease inc for the testedx values, albeit the decrease was less for
the higherx values.

The energy efficiency of the system (hsys) is shown in Fig. 6.
For values of 0,f,0.17, a dramatic decrease inhsys is observed
as x is increased from 0–0.009. The efficiency was relatively
insensitive tox for 0.009,x,0.068 for this range off. Con-
versely, forf.0.17 an increase in efficiency was obtained, which
remains relatively constant for 0.021,x,0.068, with the maxi-

Fig. 4 Fan pressure „c… vs. shroud power „x… for two fan flow
rates

Journal of Fluids Engineering JUNE 2001, Vol. 123 Õ 289

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mum occurring forx>0.041. It is interesting to note the existence
of a single value off>0.17 for whichhsys.hsys(x50). This is
quite useful when considering an application of the device. Spe-
cifically, it is necessary thatf.0.17 to enhancehsys with the
aerodynamic shroud as shown in Fig. 1. These observations, con-
tinued in the next sections, suggested a modification of the out-
flow region. The suggested modification was successful in im-
proving the performance of the system for lowerf values as
described in Section 7.

5 Tuft Observations
A small ~15 mm! tuft was used to identify the time mean ve-

locity vector direction in the near flow field of the fan. The pur-
pose of this experiment was to quantify the flow directions in the
fan/shroud area to better identify and understand the physical
mechanisms that led to the results shown in Figs. 5 and 6. A fine
thread was used to support the tuft. Quantitative information about
the flow direction was obtained by acquiring orthogonal digital
images of the tuft and processing the images. Figure 7 shows an
example of a digital image acquired visualization for tuft position
x/R50.1, r /R51.0. Results described in Morris et al.@14#
wherein a similar tuft was used to align an x-wire probe have
shown that this is an accurate method of measuring the time av-

eraged flow direction. A typical uncertainty in the flow angle is
67 degrees as defined by the time averaged axial, radial, and
tangential velocity components in comparison with the inferred
tuft observations.

Four operating conditions were selected for detailed study.
These are shown on Fig. 5 with an identification letter~‘‘A,’’
‘‘B,’’ ‘‘C,’’ and ‘‘D’’ !. The conditions A and B representx values
of 0 and 0.015, respectively, for a relatively low flow rate (f
50.07). Note that the performance was degraded by the activated
shroud at this flow rate. The conditions C and D representx
values of 0 and 0.068 at a higher flow rate (f50.21) for which
the performance was greatly enhanced.

Figure 8 shows the vector directions observed for the condi-
tions A and B, projected onto thex-r plane for several positions
in the fan wake and near the fan tip. Condition A~shroud off, low
flow rate! clearly shows what is typically referred to as a
‘‘stalled’’ fan condition. That is, the flow over the majority of the
blade area is separated as shown by the tufts pointing in thenega-
tive axial direction. Additionally, the flow near the fan tip is
highly radial. The high pressure rise created by the fan is clearly a
result of the fan’s ability to create this radial momentum flux near
the tip. It is then noted that condition B~shroud on, low flow rate!
that the general characteristics of the flow field are unchanged.
Specifically the predominantly radial outflow at the fan tip and
negative axial flow below the fan. It can be inferred that the

Fig. 5 Performance data for fan and shroud conditions
A B C D are l abeled with their respective „f,c,x… values

Fig. 6 System efficiency data

Fig. 7 Representative „x -r … plane digital image of fan and tuft
at condition D „DPshrÄ0Äx…

Fig. 8 Tuft obervations in the x -r plane for conditions A and B
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greatly reduced pressure rise of the fan at condition B is due to the
presence of the axially directed shroud flow which inhibits the
fan’s ability to create radial outflow.

Tuft results from conditions C and D are shown in Fig. 9.
Condition C~shroud off, high flow rate! shows a predominantly
axial flow condition over the blade area, and anegative axialflow
direction in the entire tip region:Acl5p/4(Dshr

2 2D tip
2 ). The rela-

tively large ratio ofAcl /Aflow50.31 indicates that the negative
axial velocity through the tip clearance area greatly reduced the
effective flow area which contributes toQfan. Condition D shows
the effect of the Coanda jet in maintaining the tip clearance flow
in the positive axial direction. It can be inferred that all of the
positive axial flow in the fan area contributes toQfan when the
shroud is activated. By allowing the entire blade section to con-
tribute to the net flow rate, the fan/shroud combination can pro-
vide a significant increase in flow rate for a given pressure loading
condition on the blades.

6 Modified Shroud Geometry Results
The data presented in the previous section motivated a modified

shroud geometry. Specifically, the decreased fan pressure rise
caused by the aerodynamic shroud at low flow rate conditions
suggested that the shroud flow was interfering with the fan aero-

dynamics for the lower flow rate conditions. The initial aerody-
namic shroud design, with it’s 90 degree trailing edge, provided a
predominately axial component of momentum to the tip clearance
area. It is conjectured that this axial momentum ‘‘chokes’’ the
radial outflow from the fan, thereby decreasing the performance.

The new geometry included an axisymmetric addition which
was attached to the trailing edge of the shroud as shown in Fig. 1.
The purpose of this device was to provide the Coanda jet with a
radial component of momentum at the exit of the fan plane. The
intent was to allow the radial outflow from the fan to be ‘‘assist-
ed’’by the Coanda jet. Performance data were taken forx50.00
and x50.067 for the modified geometry; see Fig. 10. It can be
observed that the modified geometry with activated shroud shows
equal or better performance forf.0.06. This is a significant
improvement compared to the data shown in Fig. 5 wheref
.0.12 was required forDPfan(x50.068)>DPfan(x50).

7 Conclusions
The relatively low energy efficiency of light truck cooling fans

has motivated the design of an aerodynamic fan shroud. The use
of an annular air jet to control the aerodynamics of the tip clear-
ance region had proven to be an effective method of changing the
performance and efficiency characteristics of the fan. Specifically,
the integral performance measurements have established the effi-
cacy of the aerodynamic shroud for mid-to-high flow rates. The
addition of the rounded trailing edge has improved the perfor-
mance for a larger range of flow rates.

The tuft observations discussed in Section 5 have illustrated the
physical mechanisms that have led to the change in performance
with the Aerodynamic shroud. These results illustrate the sensitiv-
ity of the present fan to changes in the boundary conditions near
the tip. It is envisioned that future generations of fan and shroud
design can be optimized to take full advantage of the interactions
between the shroud jet, tip clearance flow, and shroud/blade ge-
ometry.

It is clear that the use of the aerodynamic shroud in a vehicle
will depend on a variety of factors not considered in this study.
These include underhood packaging constraints and the availabil-
ity of a pressurized air source. The energy efficiency of the device
in an automotive application will then depend on the energy sup-
plied to the shroud as described by the variablex, and the oper-
ating point of the system. The latter will depend on both the
vehicle speed as well as underhood design.
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Nomenclature

Acl 5 area bounded by the shroud and fan tip
Aflow 5 area bounded by the shroud and fan hub
D tip 5 diameter of the fan tip

Dhub 5 diameter of the fan hub
Dshr 5 inside diameter of the shroud (5D tip12t)

g 5 gap thickness of Coanda jet
` fan 5 shaft power input to the fan
`shr 5 power input to the shroud
Qfan 5 approach flow rate through the fan
Qshr 5 flow rate through the shroud

Qtotal 5 total flow rate measured by the facility
r 5 radial coordinate measured from the fan axis

U0 5 spatial average flow velocity through the fan
(Qfan/Aflow)

U tip 5 linear velocity of the fan tip (VD tip/2)
x 5 axial coordinate measured from the trailing edge of

the fan blades
x 5 dimensionless power input to the shroud

Fig. 9 Tuft observations in the x -r plane for conditions C
and D

Fig. 10 Fan performance curve for modified shroud geometry
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DPfan 5 pressure rise across the fan
DPshr 5 pressure of the shroud plenum (Pshroud-Pt-approach)

f 5 dimensionless flow rate through the fan
hsys 5 efficiency of the fan and shroud system
hshr 5 efficiency of the shroud delivery system

L 5 dimensionless flow rate through the shroud
t 5 tip clearance (Dshr/2-D tip/2)
c 5 dimensionless pressure rise across the fan
V 5 rotational speed of the fan~radians/s!
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Spatially Resolved Temperature
Measurements in a Liquid Using
Laser Induced Phosphorescence
This paper describes recent advances in the development of a temperature measurement
methodology based on phosphorescence of a tracer molecule in a liquid. The methodol-
ogy represents an extension of molecular tagging velocimetry (MTV). MTV is a laser-
based technique of obtaining spatially resolved fluid velocity profiles. The methodology
has the potential of providing spatially resolved simultaneous measurements of velocity
and temperature data over a planar domain. Presently, a method of obtaining tempera-
tures over a range of 30°C with a typical uncertainty of61.0–1.5°C has been developed.
Recent progress has resulted in a method of generating robust calibration curves for use
in subsequent temperature measurements. A discussion of the experimental methodology,
calibration curve development, and error analysis is presented. Finally, simultaneous
temperature and velocity profile measurements using the method are demonstrated under
dynamic conditions.@DOI: 10.1115/1.1365960#

1 Introduction
Quantification of the temperature and velocity fields is critical

to understanding the transport of heat in a fluid. Specifically, for
turbulent flows, the correlation between the temperature field and
velocity field is important, including the correlation of the fluctu-
ating components. Measurements of the correlation terms provide
the basis for closure of the Reynolds decomposed transport equa-
tions by modeling. Thus, simultaneous measurements of tempera-
ture and velocity are of significant advantage.

Many previous investigations that report simultaneous velocity
and temperature measurements and their correlations utilized
separate and intrusive measurement methodologies to quantify ve-
locity and temperature at a point. For example, studies utilizing
combinations of hot-wire and cold-wire probes have been reported
in the literature~e.g., Fabris,@1#, Yao et al.@2#!. Combinations of
laser doppler anemometry~LDA ! and fast response thermo-
couples have also been reported~Gould et al.@3#!.

Recently, laser-based methods have been utilized to obtain si-
multaneous measurements of temperature and velocity. Some re-
cent examples include LIF and LDA~Lemoine et al.@4#, Naka-
jima et al. @5#!, LIF and particle image velocimetry~PIV!
~Sakakibara et al.@6#, Sakakibara et al.@7#!, liquid crystal ther-
mography~LCT! and PIV~Lattime et al.@8#, Doh et al.@9#!, and
calibrated multichannel electronic interferometry~CMEI! and PIV
~Upton and Watt@10#!. All of these experiments employed two
separate techniques and allow quantification of temperature and
velocity.

Using fluorescence to measure temperature is the basis for the
established technique of laser-induced fluorescence~LIF!. Three
recent studies demonstrate the capabilities of LIF in liquid flows.
Sakakibara and Adrian@11# presented whole field temperature
measurements using LIF with a random error of61.4°C over a
range of 40°C or more. Coolen et al.@12# investigated convection
effects using LIF and demonstrated temperature measurements in
the range of 20–60°C with an accuracy of 1.7°C. Additionally,
Lemoine et al.@4# demonstrated LIF in conjunction with laser
doppler anemometry~LDA ! to measure temperature and 2-D ve-
locity measurements in a turbulent heated jet.

It is also possible to utilize the phosphorescence of tracer dyes

to quantify fluid temperature fields and the use of such a dye,
1-BrNp•Gb-CD•ROH, is the focus of this paper. The advantages
of using 1-BrNp•Gb-CD•ROH are that it is the same dye utilized
in many studies employing molecular tagging velocimetry~MTV !
in liquids ~Koochesfahani@13#!. Consequently, use of this dye can
allow the quantification of velocity and temperature fields using
the same optical and equipment setup. In addition, it may be pos-
sible to obtain these temperature and velocity field data simulta-
neously. The primary focus of this paper, however, is to report on
the development of a robust calibration procedure and the range
and resolution of the temperature measurement method. The fol-
lowing sections describe the background of photoluminescence
measurements, the experimental methodology used in quantifying
the temperature-intensity relationship, the results of a large num-
ber of experiments from which the temperature-intensity relation-
ship is correlated, the development of the calibration relationship,
and an analysis detailing both the range and resolution capabilities
of the technique. Also, simultaneous temperature and velocity
profile measurements using the method under dynamic conditions
are demonstrated for horizontal laminar flow with buoyant
mixing.

2 Measurements Using Molecular Photoluminescence
Many substances exhibit some sort of photoluminescent behav-

ior; that is, subsequent to excitation of electrons in the molecule to
a higher energy level due to exposure of the molecule to incident
photons, some of the energy is released in the form of light. Short
lived emission, i.e., lifetimes shorter than 1028 seconds is gener-
ally termed fluorescence. Conversely, longer emission, millisec-
onds to minutes, is generally referred to as phosphorescence. Be-
cause the emission intensity is a function of the temperature of the
molecule, both fluorescence and phosphorescence of a tracer mol-
ecule in a fluid enables measurements of temperature fields by
quantification of the photoluminescence intensity and this is the
basis of LIF.

While fluorescence in liquids and gases is very common, phos-
phorescence is not due to the rapid quenching that can occur. The
ratio of the phosphorescence emission intensity,I e , to the inci-
dent light intensity,I d , is related to the phosphorescence quantum
yield, fp , as shown in Eq.~1! ~Hartmann et al.@14#, Ferraudi
@15#!

I e

I d
5C«fp5

kr

kr1knr1kq@Q#
C« (1)
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In this expressionC is the concentration of the dye solution,« is
the absorption coefficient,kr andknr are radiative and nonradia-
tive decay constants~properties of the excited molecule!, andkq is
the quenching rate constant due to some quencher moleculeQ.

Recent investigations into methods of reducing the quenching
of phosphorescence in solutions led to a method of decreasingkq
in aqueous solutions containing the photoluminescent chemical
1-bromonapthalene~1-BrNp! such that phosphorescence could be
observed~Ponce et al.@16#, Hartmann et al.@14#!. In aqueous
solutions, the phosphorescence of 1-BrNp is quenched by oxygen.
Addition of the cup-shaped molecule mono glucosyl-b-
cyclodextrin~Gb-CD! results in the 1-BrNp binding to its hydro-
phobic interior. Addition of an appropriate substrate results in the
substrate acting as a lid to the cup, thus shielding the 1-BrNp from
the quenching effects of oxygen. When both Gb-CD and the al-
cohol are present, the phosphorescence intensity is enhanced by a
factor of nearly 105 ~Ponce et al.@16#!.

Various substrates can be used, including alcohols, amines, and
acids, and Hartmann et al.@14# give a thorough discussion of
several that have been utilized. For our work we use three differ-
ent alcohols:tert-butanol ~t-BuOH, ~CH3!3COH!, cyclohexanol
~cycOH, C6H12O!, and neopentyl alcohol ~NpOH,
~CH3!3CCH2OH!. The time constant of delay of the phosphores-
cence of 1-BrNp in solution has been measured to be from 0.1
ms–7 ms, depending on the alcohol used~Hartmann et al.@14#!.
This refers to the time until the phosphorescence emission has
decayed to 37 percent of its original intensity, thus the actual
imageable lifetime is much longer. Delays up to 30 ms have been
used~Koochesfahani et al.@17#!. The 1-BrNp absorbs efficiently
at 308 nm and the emission wavelength of maximum intensity is
about 550 nm. One disadvantage is that the quantum efficiency is
low, up'0.035. However, this is offset by the fact that excitation
of 1-BrNp produces a reversible transition, thus eliminating the
need to periodically replace the working fluid.

2.1 Velocity Measurements Using Phosphorescence.Be-
cause phosphorescence is a delayed response, as opposed to the
near-instantaneous response of fluorescence, velocity measure-
ments can be easily obtained by tracking a region of fluid that has
been ‘‘tagged’’ by exciting that region with an external source.
This is the basis for molecular tagging velocimetry~MTV !, an
established method of obtaining spatially resolved velocity pro-
files over a planar domain of interest using the phosphorescence
of a tracer molecule in either liquid- or gas-based flows. For the
present experiments the molecular complex 1-BrNp•Gb-
CD•ROH, dissolved in water is used.

For implementation of MTV in aqueous solutions, an ultravio-
let ~308 nm! laser beam is directed through the solution containing
1-BrNp•Gb-CD•ROH ~where the ROH represents any of the
three alcohols listed above!. A bright green light is emitted due to
the phosphorescence of the 1-BrNp after excitation~‘‘tagging’’ !
by a photon source. This light emission is detected by a gated
intensified CCD array positioned normal to the line. By compar-
ing the displacement of the tagged region at two short time inter-
vals, the Lagrangian velocity~1-component! of the fluid can be
determined. MTV can thus be thought of as the molecular coun-
terpart to particle image velocimetry~PIV! where the flow is
seeded with large particles~large relative to the molecules of
MTV ! and velocity measurements are obtained by tracking the
particles~Koochesfahani@13#!. Depending on the excitation pat-
tern one or two velocity components can be measured over a
planar domain. Details of these methods have been described in
detail previously by Hill and Klewicki@18# and Gendrich et al.
@19#.

An interesting area of application of MTV is for flow through
microscale devices. At small scales~less than 100mm! deviations
from macroscale laminar flow theory have been observed for both
momentum and heat transport based on integral measurements.
Integral measurements alone are incomplete because they fail to
give sufficient insight into the flow field details. Thus velocity and

temperature measurements are critical for understanding the
physical mechanisms causing these observed behaviors. Laser-
based techniques that rely on the photoluminescence of molecules
appear to be well suited for micro-scale flows. Recent efforts to-
ward applying MTV to microscale flows have demonstrated ve-
locity resolution of 2mm/pixel in tubes 750mm in diameter
~Webb and Maynes@20#!, with measurements in smaller tubes
currently being conducted.

In macroscale flows, MTV has been demonstrated in boundary
layer flows in both gases~Thurlow and Klewicki@21#! and liquids
~Lee @22#, Gendrich@23#, Maynes@24#! and in jet flows in gases
~Stier and Koochesfahani@25#!. MTV has also been successfully
employed in turbulent flows~Hill and Klewicki @18#!, rotating
unsteady flows~Maynes et al.@26#!, and in buoyancy-driven con-
vective flow during solidification~Wirtz et al. @27#!.

2.2 Temperature Measurements Using Phosphorescence.
Three factors significantly affect the phosphorescence emission
intensity of the 1-BrNp•Gb-CD•ROH solution. These are the con-
centration of the different constituents of the molecular complex,
the intensity of the excitation beam, and the temperature of the
solution. In a solution of uniform concentration and constant ex-
citation, increasing the solution temperature results in a decrease
in the intensity of the emitted light at each point along the exci-
tation path. This is because as the temperature increases, both the
phosphorescence lifetime and quantum yield decrease~Adamson
and Fleischauer@28#, Ferraudi@15#!.

Ferraudi@15# suggests that the phosphorescence lifetime tem-
perature dependence is due to the dependence of the phosphores-
cence radiation decay constant~kr in Eq. ~1!! on temperature. The
quantum yield temperature dependence is due to the nonradiative
mixing of states, or intersystem crossing~Adamson and Fleis-
chauer @28#, Ferraudi @15#!. Back intersystem crossing occurs
when sufficient thermal energy is acquired and results in the tran-
sitioning of molecules from a state from which phosphorescence
may occur to a state from which phosphorescence does not occur
and the release of energy is nonradiative~knr in Eq. ~1!!. Thus as
temperature increases, the rate of back intersystem crossing in-
creases, more of the energy release is nonradiative, and the phos-
phorescence quantum yield decreases; hence the decrease in
intensity.

It is this temperature-intensity relationship that enables us to
obtain temperature data using phosphorescence. The flow is ex-
cited in the same manner as MTV, only the intensity of the tagged
region is characterized rather than the deformation. No additional
equipment is necessary. When used to measure temperature, we
have termed it molecular tagging thermometry~MTT! to reference
its relation to MTV. To the authors’ knowledge this is the only
temperature measurement technique based on photoluminescence
that utilizes phosphorescence instead of fluorescence emission.

If MTT is employed with a small time delay, such that the
deformation of the line is negligible, it can be utilized accurately
as a temperature measurement technique in laminar or turbulent
flows and is comparable to LIF in capability; the remainder of the
paper focuses on this approach. By using recently available detec-
tors capable of capturing two images separated by a very short
time delay, temperature information can be obtained from the ini-
tial undeformed image and velocity information by comparison of
the two images. In laminar flows or microscale flows longer time
delays can be employed using single frame detection such that
velocity and temperature can be determined simultaneously, from
the same image, using the same equipment. Dependent on the
nature of the flow field, simultaneous measurements in turbulent
flows may also be possible. The limitations and possibilities for
this are discussed further in Section 7.

3 Experimental Methodology

3.1 Equipment Setup. Figure 1 depicts the experimental
setup used in correlating the phosphorescence intensity with tem-
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perature. The laser, a Lambda Physik LPX 100 Excimer Laser,
emitted pulsed light~308 nm, 16 ns pulsewidth, 60 Hz pulse rate!
that was directed and focused into a small cube-shaped apparatus
containing an aqueous solution doped with 1-BrNp•Gb-
CD•ROH. The diameter of the beam in the solution was approxi-
mately 1 mm and the laser was operated and maintained at con-
stant energy throughout all of our experiments at 120 mJ and the
size of the beam at the laser cavity exit was 2 cm2. The maximum
variation in pulse energy from the set value was specified by
Lambda Physik as63.5 percent.

The apparatus was constructed of black Plexiglas, sandblasted
in the interior to minimize reflected light, with a quartz window in
one side through which the UV light could pass. The apparatus
also had a glass window on a side adjacent to the quartz window
through which the resulting phosphorescence was viewed with a
CCD. A small resistance heater was placed in one corner of the
apparatus and a thermocouple in another corner. A stirring rod
rested in the bottom of the apparatus; the apparatus was then
placed on a stirring plate to achieve thermal equilibrium in the test
cell. The test cell volume was 720 mL and was completely filled
with solution to minimize degradation of the solution due to reac-
tion with oxygen.

The laser was synchronized with an 8-bit Princeton Instruments
Video Rate Fiber-Coupled Intensified CCD~6403480 pixels!.
The CCD acquired images of the phosphorescence shortly after
the excitation beam was transmitted through the apparatus; typical
delay times were 200–300ms. The images were subsequently
transferred to a PC for analysis. The 8 bits allowed for the inten-
sity signal to be discretized into 256 grayscale values, 0 being
black and 255 being white.

3.2 Data Acquisition and Analysis. To acquire tempera-
ture data, the fluid was first heated to a predetermined initial tem-
perature. After thermal equilibrium was established, 50 consecu-
tive images were captured at standard video rate~30 frames per
second! with the fluid temperature held constant. The solution was
then heated to a slightly higher temperature~typically 2°C–3°C at
a time! and the image acquisition process was repeated. This con-
tinued until the line intensity had decreased to where it was no
longer distinguishable from the background. Figure 2 shows three
images transferred by the CCD to the PC at three different
temperatures.

The images were analyzed to quantify the beam intensity. To
accomplish this, first the pixel of maximum intensity at each hori-
zontal~x-direction! pixel location along the length of the line pro-
file was determined. A gaussian smoothing routine to reduce spa-
tial noise was then implemented over a small vertical region
~approximately 21 pixels! normal to the pixel of maximum inten-
sity. This smoothing algorithm is shown in Eq.~2!,

I y,new50.5I y,old10.25~ I y211I y11! (2)

where I y,new and I y,old are the pixel values before and after
smoothing, respectively, andI y21 and I y11 correspond to the
pixel intensities directly above and belowI y,old . The effect of
smoothing on the line profile is illustrated in Fig. 3. Note that
smoothing only occurred normal to the line not parallel to it. The
net effect of smoothing is a decrease in the maximum intensity
and also a decrease in the intensity rms. For all of our present data
five smoothing passes were implemented.

After smoothing, a second order curve fit was applied to the
centermost pixels and the maximum value of the curve fit was
determined. This curve fit maximum then represented the intensity
of the line at thatx location. This process was repeated along the
entire length of the line and for each of the acquired images. At
eachx location, the pixel intensities for the 50 images obtained
with the fluid at a given temperature were then averaged.

Shown in Fig. 4 is an example of the data returned for such a
procedure. The bottom coordinate gives thex location in the test
cell parallel to the incoming light, with increasing values ofx
corresponding to increasing beam penetration depth. The left axis
is the measured emission intensity of the phosphorescence after
smoothing, curve fitting, and averaging. Shown are profiles of
intensity versusx location for 6 temperatures. Also shown is the
variation in intensity with no excitation, labeled background. The
width of the test cell was 10.1 cm but the length of the line that
was imaged was only 5.6 cm. The spatial resolution was approxi-
mately 100mm/pixel and markers are shown every 30 data points.
The decrease in intensity with increase in temperature, as dis-
cussed above, is evident in Fig. 4. Also the intensity decreases as
x increases due to attenuation of the excitation beam as it propa-
gates through the fluid.

Fig. 1 Temperature measurement setup for calibration curve development

Fig. 2 Phosphorescence of excited lines at increasing
temperature
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3.3 Experimental Variables. A number of parameters exist
which significantly affect the imaged phosphorescence emission
intensity, the quality of the acquired images, and the range of
temperatures capable of being imaged. These are the equipment
settings ~i.e., camera gain and offset, laser power, and shutter
settings!, chemical composition, solution pH, and the initial tem-
perature of the solution. These are each discussed below.

3.3.1 Equipment Settings.Since the phosphorescence emis-
sion intensity is excited by a photon source and then detected by a
CCD camera, the imaged intensity depends strongly on both the
UV beam characteristics and the camera characteristics. Specifi-
cally, for constant tracer and alcohol concentrations and constant
temperature, the beam width and energy density determine the
actual emission during phosphorescence.

Prior to hitting the CCD array, the imaged light passes through
an intensifier tube. When photons strike the array a voltage signal
is generated for each discrete location on the array. When imaging
the phosphorescence, the signal can be intensified by gain controls
on the intensifier and the entire image can be amplified with CCD
gain controls. In addition to the gain controls, an offset could be
applied to the signal. The other primary parameters of importance
are: the time delay between excitation of the tagged region and
when the camera shutter opens, the length of time~gate width!
that the shutter remains open, and the characteristics of the lens
and aperture. The intensity of the phosphorescence decays expo-
nentially with time, thus for larger delays the true intensity of the
line is decreased and the use of gains are necessary for imaging.
For the calibration data presented here the delay time was consis-
tently held at 8ms between laser pulse and shuttering of the cam-
era. The gate width varied from 200–300ms, but was held con-
sistent for each set of data.

3.3.2 Chemical Composition.The alcohol used in the solu-
tion significantly affects both the intensity and duration of the
phosphorescent emission. The phosphorescence duration is sig-
nificantly longer when using CycOH and NpOH than when using
t-BuOH and the use of NpOH results in the greatest intensity.
Also the concentration of both the alcohol and the tracer affect the
emission intensity with greater concentrations of each resulting in
greater intensities. Following the suggestion of Gendrich et al.
@19#, we typically use a concentration of 231024 M for the
GI-CD and a saturated~approximately 131025! solution of
1-BrNp. The alcohol concentrations used were 0.04–0.1 M.

3.3.3 Initial Temperature. For most of the data presented
here the initial temperature was 23°C–24°C, although some data
was taken with initial temperatures between 51°C and 53°C. As
the solution temperature is increased the range of temperature
over which intensity can be quantified decreases. At the higher
temperatures, imaging was made possible by increasing the initial
intensity by increasing either the gain, CCD gate width, or solu-
tion concentration.

4 Results
Shown in Figs. 5 and 6 are data relating phosphorescent inten-

sity versus bath temperature for 16 different conditions. The so-
lution temperature was homogeneous at the temperatures indi-
cated in the figures. The shown intensity corresponds to thex
'2.85 cm location of each line profile~see Fig. 4!. The initial
temperature,Ti , was 23°C for all cases except three. For these
three cases the initial temperature was 24°C, 51°C, and 53°C. The
variation in intensity magnitude and behavior between the data
sets is now discussed.

For all of the data of Fig. 5 the initial temperature was 23°C and
the alcohol for the OH bond was NpOH for five of the cases
~labeled Ne1-Ne5! and CycOH for three of the cases~labeled
Cy1-Cy3!. The concentration of the Gb-CD was 231024 M and
the concentration of the NpOH and CycOH were 0.05 M and 0.10
M, respectively. All equipment settings were the same for the first
four cases using NpOH. The intensifier and CCD gains and the
offset were set to zero values for all cases unless otherwise
specified.

The measured intensity is quite different when comparing the
first four NpOH cases. The reason for the variation exists because
the individual data sets were acquired on separate days and long-
term quenching of the 1-BrNp occurred between data acquisition.
The Ne5 data set was acquired after the first four cases using
NpOH ~Ne5 was taken 5 days after Ne1!. However, for this data
set the intensifier gain control was used and the lens aperture was

Fig. 3 Effect of smoothing on phosphorescent line profiles

Fig. 4 Average intensity vs. location for six temperatures

Fig. 5 Variation of intensity with bath temperature at x
É2.85 cm for an initial temperature of 23°C, eight different ini-
tial intensities, cases of CycOH and NpOH as the OH bond al-
cohol, and similar equipment settings
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increased resulting in an initial intensity between the Ne1 and Ne2
data sets. The three data sets in Fig. 5 using CycOH all have about
the same initial intensity and very similar behavior is exhibited in
the intensity versus temperature distribution. Slight differences in
the equipment settings did exist.

Note that for all cases in Fig. 5 the quantifiable temperature
range is about 30°C. At 53°C the intensity approaches the back-
ground level and is nearly the same for every case regardless of
alcohol, lens, aperture opening, or gain settings. The primary dif-
ference between the sets is the value of the intensity over the
entire temperature range. The data of Fig. 6 show significantly
more variation between different data sets than the data of Fig. 5
because the equipment settings for these data were much more
varied. Shown in Fig. 6 are three cases with t-BuOH as the alco-
hol, four cases with CycOH and one case with NpOH. The con-
centration of Gb-CD for the t-BuOH cases was 131024 M and
the concentration of the t-BuOH was 0.04 M. Two of the data sets
were acquired with initial temperatures at 51°C~Bu3! and 53°C
~Ne6!. To enable imaging of the beam at the higher temperature,
the solution concentration was increased to 0.12 M for Bu3. The
camera aperture was increased and gain controls were used for
Ne6. These data show that as the initial temperature is increased
the intensity of the phosphorescence decreases at a much more
rapid rate, and the range of temperatures that can be quantified is
much smaller. The resolution is improved, however.

The Cy5, Cy6, and Cy7 data sets were acquired with very little
time elapsed between acquisition of each set. Consequently, the
amount that the 1-BrNp was quenched between sets was negligi-
bly small. For the Cy5 data the gains and offset were set to zero.
The gains were increased while the offset was held at zero for the
Cy6 data and the gains were increased even more while the offset
was increased from zero for the Cy7 data. Note how this affects
the behavior of the intensity. Increasing the gain increases the
initial intensity but does not affect the background level. By in-
creasing the offset, the background level is shifted to lower inten-
sity and the quantifiable temperature range is slightly decreased.
This is also evident in the Bu1 and Bu2 data where the offset was
nonzero for both of these cases. The offset was greater for the Bu2
data. The net result is a much steeper intensity versus temperature
curve, similar to the cases where the initial temperature was in-
creased. If measurements over a small temperature range are de-
sired, these adjustments will benefit the measurement resolution.
Lastly, for the Cy4 data the initial temperature was 24°C and the
gain and offset were both nonzero.

It should be noted that while the CCD intensity range is from 0

to 255 grayscale values, the data in Figs. 5 and 6 are all below
180. This is a result of the smoothing algorithm used in the image
analysis as previously discussed.

5 Calibration Curve Formulation
Once a set of intensity versus temperature measurements has

been obtained for a given experimental setup, equipment configu-
ration, solution, temperature range of interest, and beam location,
it is possible to quantify temperature variations in a fluid at the
calibration location. However, if the measurement location in the
fluid is changed~i.e. the beam is moved relative to the camera so
that there is more or less solution between the beam and the cam-
era thus altering the attenuation of the phosphorescence emission!,
if the camera settings or optics are adjusted, or if the 1-BrNp has
become quenched~i.e., a long period of time has elapsed since
calibration!, new calibration data will be required. All of these
conditions are likely to occur. Thus for this methodology to be of
practical utility, it is beneficial if only a small number of calibra-
tion measurements are required for minor changes in equipment
setup, optics, measurement location, etc.

By normalizing the intensity and temperature using a two-point
normalization, it is possible to develop a calibration curve that is
very accurate for all of the data we have obtained~more than the
16 data sets presented here!. The approach for normalization is
suggested by the behavior of the intensity versus temperature pro-
files and is similar to that used by Coolen et al.@12#. Note from
Figs. 5 and 6 that the curves all exhibit a similar trend with two
inflectional points. These points are at approximately 29°C and
47°C for the data sets withTi523°C; for the cases whereTi
551– 53°C, the inflectional points are less distinct. By normaliz-
ing the data sets so that at these inflectional points the data col-
lapse to a single point, all other points also merge onto a single
curve. For all of our data the inflectional points occur at aboutT
5Ti1(Tf2Ti)/5.0 andT5Ti1(Tf2Ti)4.0/5.0, whereTi is the
initial temperature andTf is the temperature where the intensity
value levels off~i.e., 53°C for the data of Fig. 5!. Thus, normal-
ization of the temperature scale is done as follows

T85
T2TA

TB2TA
(3)

where

TB5Ti1
4
5 ~Tf2Ti ! (4)

and

TA5Ti1
1
5 ~Tf2Ti ! (5)

Normalization of the intensity is similar and is expressed as

I 85
I 2I B

I A2I B
(6)

whereI A and I B are the intensities corresponding toTA andTB ,
respectively.

All of the data of Figs. 5 and 6 are normalized in this manner
and are shown in Fig. 7~a!. Also shown on the figure is a fourth-
order curve fit representing an average of the 16 data sets shown.
The significance of the normalization is that although there were
significant differences in camera settings, beam intensity, mea-
surement location, alcohol type, lens characteristics, and initial
temperatures, when normalized, all of the data merge onto one
representative curve. To utilize this calibration curve the tempera-
ture range over which the emission intensity can be detected must
be known. Once this is established, measurements of the intensity
of TA andTB are necessary for calibration at a spatial location in
a flow field. Subsequently any temperature can be quantified uti-
lizing I A , I B , and the established calibration curve.

Variations between some data sets and the calibration curve are
evident in Fig. 7~a!. These exist because the variations in the
equipment settings and values were large. For an appropriate cali-

Fig. 6 Variation of intensity with bath temperature at x
É2.85 cm for four different initial temperatures, eight different
initial intensities, cases of BuOH, CycOH, and NpOH as the OH
bond alcohol, and different equipment settings
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bration, the control parameters should not deviate so significantly
from those that will exist for the test condition. The data of Fig. 5
were all obtained with few variations in these parameters. When
plotting I 8 versusT8 for these data, all of theI 8 values at a given
T8 are almost identical. This is shown in Fig. 7~b!.

Because it is intensity that is measured and temperature is de-
termined by correlation, an expression forT8 as a function ofI 8 is
necessary.T8 can be related toI 8 for the data of Fig. 7 by the
expression

T851.0222.22I 813.171I 8222.781I 8310.808I 84 (7)

Note that the above relationship is valid for the data of Fig. 7
and corresponds tox'2.85 cm in the test cell. Because of the
spatial variations in the signal~as seen in Fig. 4! due to excitation
beam attenuation, optical aberrations, etc., normalization and de-
velopment ofT8 versusI 8 expressions are required at each pixel
location along the line. Thus in practice an expression similar to
Eq. ~7! is required for every pixel location, or at some specified
interval, along the laser line. For our present data the maximum
change in the coefficients of Eq.~7! when moving along the line is
less than 10 percent. Note that for measurements in a different
flow facility a complete calibration will be required. Once this is
done however, calibration measurements need only be performed
at TA andTB to utilize the existing calibration data for subsequent
measurements. If dramatic changes occur~i.e. significant change
in beam position! a complete characterization of theI versusT
relation will again be required.

We have presented results for a line similar to what would be
used in the multiple line approach of MTV. The same approach
could be employed if using the grid technique for 2-D velocity

measurements. Alternatively, a sheet of light could be used to
quantify temperature over a 2-D domain with high spatial
resolution.

6 Uncertainty Analysis
We now discuss the uncertainty associated with our present

capability. Although the quantum efficiency of the 1-BrNp phos-
phorescence is significantly lower than that for dyes typically uti-
lized in LIF temperature experiments, there exists at least one
significant advantage. Because the emission wavelength is much
longer than that for excitation there is no reabsorption of the emit-
ted light by the dye causing self absorption, or re-emission as is
the case with some dyes used for LIF. Also, since the excimer
laser is pulsed, with a pulse duration of 18 ns, as opposed to the
continuous operation of an Ar-ion laser, the actual time that the
dye is exposed to exciting light is very short. This results in mini-
mal photobleaching effects which can introduce uncertainty. We
observed no significant short term quenching of the solution due
to photon interaction. Long term quenching of the solution does
occur due to oxygen reactions necessitating recalibration atTA
andTB immediately prior to performing measurements.

There exist two primary sources of uncertainty in our present
method. These are fluctuations in the excitation beam intensity
and the uncertainty in fitting a curve to the calibration data.
Shown in Fig. 8 is the ratio of double the rms of the intensity~95
percent confidence! over the actual intensity as a function of tem-
perature. These data correspond to the same location as the data of
Fig. 5 and for the five data sets~Ne1-Ne5!. As the data indicate,
the uncertainty in determiningI is about 3.5–4.4 percent for the
entire range 23–53°C. This uncertainty is due mostly to fluctua-
tions in the excitation beam which has a fluctuation range of63.5
percent. Also contributing to the rms magnitude are electrical
noise and the fact that an 8 bit camera with a range from 0–256
and a least count of one, resulting in a measurement uncertainty of
0.4 percent, was used. For steady conditions, the uncertainty in
determining the intensity can be reduced by averaging over sev-
eral images. Thus for the intensity data presented previously for
the calibration curve, since averaging occurred over 50 images,
the uncertainty in determiningI is reduced from 3.5–4.4 percent
to 0.5–0.62 percent. These values are quite typical for all of our
data.

If an entire set of calibration measurements were performed
prior to investigating the flow field of interest, the uncertainty in
determiningT would be entirely due to the laser fluctuations,
CCD resolution, and electrical noise. However, when using an
existing calibration curve by measuringI A and I B at TA andTB ,
respectively, error is introduced due to the uncertainty associated
with mapping the measured intensity back to the calibration data.

Fig. 7 „a… Normalized intensity versus normalized temperature
for 16 different cases. „b… Normalized intensity versus normal-
ized temperature at xÉ2.85 cm for eight cases with the initial
temperature at 23°C and similar equipment settings.

Fig. 8 Fluctuations in intensity signal at xÉ2.85 cm versus
temperature for Ne1-Ne5
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The uncertainty in determining temperature,Te , can be ob-
tained from standard error analysis~e.g., Figliola and Beasley
@29#! as

Te5AS ]T

]I D 2

uI
25S ]T

]I DuI (8)

whereuI is the uncertainty in measuringI. uI can be divided into
two components,uS and uF . uS includes the uncertainty due to
laser power fluctuations, electrical noise, and measurement uncer-
tainty using the 8 bit CCD as discussed above anduF is the
uncertainty involved with fitting a curve to the calibration data.uS
can be characterized by measuring fluctuations in the intensity
signal for a known constant temperature environment and is sim-
ply double the intensity rms for a 95 percent confidence. As noted
above,uS is between 3.5–4.4 percent of the detected intensity for
all of our data when considering instantaneous measurements. The
magnitude ofuF can be estimated at each temperature by quanti-
fying the difference between the averageI values at that tempera-
ture, for a given configuration, and the predicted value based on
the curve fit of all of the calibration data~the 16 sets of data
shown in Fig. 7a!, uF'1/2@ I 2I curvefit#.

Thus the total uncertainty due to intensity fluctuations and
curve fitting errors isuI56A(uS)21(uF)2. Figure 9 shows val-
ues ofuS , uF , anduI all normalized byI for the Ne1 data. The

total uncertainty in determiningI ranges from 4.0–6.0 percent for
instantaneous measurements but if averaging over many images
the uncertainty approaches the curve ofuF /I . Using the data of
Fig. 9 and Eqs.~3!, ~5!, ~7!, and~8!, Te can be determined for the
Ne1 data. In a similar mannerTe has been determined for all of
our data. Values forTe for the cases Ne1-Ne5 are shown in Fig.
10. The uncertainty range for instantaneous measurements is from
60.7–1.4°C for Ne1 to60.8–1.9°C for Ne4. The average error
over the temperature range shown in Fig. 10 is between61.0–
1.2°C for all five cases.

From Fig. 10 it can be seen that the error is greatest at the
temperature extremes. This is due to the higher values ofuS and
uF at lower temperatures and higher values ofuF and ]T/]I at
higher temperatures~evident in Fig. 7!. The uncertainty due to
curve fitting can be minimized significantly by making tempera-
ture measurements immediately after calibration. In this case no
normalization is necessary, temperature can be measured by direct
comparison to intensity, and the uncertainty is primarily due to the
signal rms. The uncertainty in determining temperature is then
about 0.75–1.0°C for instantaneous measurements. Figure 10 also
illustrates the repeatability of MTT. Even though differences ex-
isted in the equipment settings and some long term quenching had
occurred, the uncertainty is close to the same for all cases.

Figure 11 summarizes the uncertainty results by displaying the
average value ofTe , and the total temperature range for each case
divided by the range~dynamic range! for all 16 sets of previously
presented data.

7 Simultaneous Temperature and Velocity Measure-
ments

7.1 Laminar Flow in a Horizontal Tube With Buoyant
Mixing. All of the measurements discussed above were per-
formed in a thermally homogeneous medium. We now present
MTT measurements in a flow field with temperature variations.
Figure 12 shows the flow facility used to demonstrate MTT. A
solution of 1-BrNp•Gb-CD•CycOH originated in a reservoir at
room temperature and traveled through a constant-temperature
bath, after which it entered a horizontal quartz tube. The quartz
tube had an inside diameter of 5 mm and the flow was laminar
with a Reynolds number of approximately 200. The flow was
allowed to develop hydrodynamically while thermally insulated. It

Fig. 9 Uncertainties in u S , uF , and u I versus temperature at
xÉ2.85 for the Ne1 data set

Fig. 10 Total error in determining temperature for Ne1-Ne5

Fig. 11 Ratio of temperature range to averaged error for 16
data sets
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then entered a rectangular heat exchanger section in which the
tube was surrounded by a flow of different temperature and much
higher flow rate.

A single excitation beam was directed through the tube vertical
central axis at various locations along the thermal entrance region
of the tube. The diameter of the excitation beam was approxi-
mately 300mm. The CCD acquired images of the beam in the
tube with delay and exposure times of 6 ms and 0.6 ms, respec-
tively. Figure 13 shows two such images, one with the inner flow
at the inlet of the heat exchanger section at 21°C and the outer
flow at 31°C and one with these temperatures reversed. These
images were obtained atx/D545.1, with x measured from the
heat exchanger entrance. The velocity profile is also quantifiable
from these images due to the deformation of the tagged line and
the result is simultaneous velocity and temperature profile charac-
terization. The system was calibrated with the inner and outer
flows at equal temperatures in a manner similar to that described
above for the static case. The result was a calibration curve that is
unique to this arrangement but can be utilized for other tempera-
ture measurements in this apparatus. The temperature profiles
were subsequently obtained from the images by referencing the
intensities to the developed calibration curve. Using the error
analysis method described above, the uncertainty of the measure-
ments for an average of 190 images was estimated to be61.0°C
for the cold inner case and60.75°C for the hot inner case~95
percent confidence; averaged over the temperature range!. This
uncertainty was due primarily to the uncertainty in calibration
curve formulation.

Buoyancy affected the resulting temperature and velocity pro-
files due to the temperature gradient and relatively low Reynolds
number. Consequently, the resulting velocity and temperature pro-
files are asymmetric. Because of this, an analytical solution for
comparison was not available and a numerical simulation was
performed using FLUENT. The FLUENT model solution domain
included only the flow of the fluid inside of the 5 mm tube but
included the entire hydrodynamic and thermal developing regions.
The specified boundary condition was an overall heat transfer co-
efficient ~convection due to the flow on the tube outside and con-
duction through the tube wall!, U f , in addition to the temperature
of the outer fluid. The magnitude of this heat transfer coefficient
was estimated by measuring the inlet and exit temperatures of
both the inner and outer flows in addition to the mass flow rates
for each and recognizing thatq5ṁxCPxDTx5UtADTlm , where
Ut is the total heat transfer coefficient, including convection in-
side of the tube, and the subscriptx denotes the inner flow. With
Ut determined,U f is estimated by notingU f51/(1/Ut21/hx). A
correlation of experimental data for buoyant laminar flows was
presented by Depew and August and using this correlation we
estimatehx and subsequently solve forU f'1000 W/m2

•K. This
is the value we utilized in our FLUENT model.

Figure 14 shows the measured~MTT! and predicted~FLUENT!
temperature profiles corresponding tox/D545.1. For Fig. 14~a!
the inner flow enters the heat exchanger portion of the tube at a
uniform temperature of 21°C and the outer fluid temperature is
31°C. For Fig. 14~b! these temperatures were reversed. Atx/D
50 the fluid in the tube is hydrodynamically fully developed.
Figures 15~a! and 15~b! compare the measured velocity profiles
using MTV with the numerical solution for the same two cases.
Both the temperature and velocity profiles represent an average
over 190 images. The dashed lines on Fig. 15 represent the uncer-
tainty range for instantaneous measurements. With the exception
of the wall regions, the average profiles show good agreement,
with the numerical solution, with the MTT profiles falling within
61.0°C of the predicted profiles. The error at the walls was due to
variations in the index of refraction of quartz and water. Note that

Fig. 12 Side view of flow apparatus used in demonstrating MTT under dynamic con-
ditions

Fig. 13 MTT lines for cold inner flow „left … and hot inner flow
„right …
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there is also some uncertainty in the FLUENT model since it
relies on a specified heat transfer coefficient that was obtained
from correlation and inherently has a large uncertainty.

7.2 Discussion of Technique Extension for Turbulent
Flows. The above measurements demonstrate the use of MTV
for combined velocity and temperature measurements in a laminar
flow with buoyant effects where mixing is slow with respect to the
time interval between excitation and imaging of the phosphores-
cence. In flows with rapid mixing~i.e., turbulent flows! the ap-
proach needs to be modified. This is because the imaged intensity
of the phosphorescence depends on the temperature of the fluid
and the concentration of the excited molecules at the point of
interest. Thus in a turbulent flow an excited region of fluid may be
stretched and reoriented some measurable distance in the time
interval between excitation and imaging, resulting in a less intense
maximum than would otherwise be measured. Using a CCD cam-
era with the capability of capturing two images separated by a
very short time is one method of resolving this issue. This would
allow imaging of an undeformed line immediately after excitation,
from which phosphorescence intensity and thus temperature infor-
mation can be quantified, followed by the imaging of a deformed
line a shortDt later allowing velocity information to be obtained.
The drawbacks to this approach are that the temperature and ve-
locity measurements would not exactly coincide in time being
separated by the short delay between acquisition of the two im-
ages and so far these cameras are limited to acquiring only a few
images per second.

The turbulent mixing issue can also be resolved by relating the
fluid temperature to the integral of the imaged intensity, integrated
normal to the line instead of the maximum intensity as discussed
above. Consider an idealized horizontal flow with an excited line
normal to the flow direction where stretching may occur normal to
the line but there exist no fluctuations or velocity in the direction
parallel to the excited line. For this flow the integral of the inten-
sity along a row of pixels normal to the excited and stretched line
must be a constant if the domain includes the entire excited line
region regardless of the amount of stretching that occurs because
no tagged molecules have left the interrogation region. Difficulties
with this approach can arise due to fluid velocity parallel to the

line resulting in tagged molecules moving vertically. Due to this
motion an interrogated horizontal row of pixels could include
molecules that have moved there from above or below during the
time delay between excitation and imaging.

As an example consider the tube flow presented above except at
Re'104. For such a flowv8, the characteristic velocity fluctua-
tions parallel to the line, will be at the largest 0.1–0.15 percent of
the maximum horizontal velocity~;2 m/s! or about 0.2–0.3 m/s.
Since the tube diameter is 5 mm and is imaged to 350 pixels on
the screen the time delay between excitation and imaging for ve-
locity measurements will be about 110ms for a maximum defor-
mation of 15 pixels. The corresponding motion parallel to the line
will be at most 1.5–2 pixels. One way to account for the motion
parallel to the line then is to integrate the intensity vertically for a
small number of pixels~3–4 for the case presented! in addition to
the horizontal integration discussed above. The obvious drawback
to this approach is the decrease in spatial resolution although the
acquisition rate can be much greater than if using a double expo-
sure camera. Efforts focusing on these approaches and their de-
tails are currently underway.

8 Conclusion
We have shown that spatially resolved temperature measure-

ments can be obtained using phosphorescence of a tracer mol-
ecule, a technique based on molecular tagging velocimetry. These
measurements are obtained by imaging and quantifying the inten-
sity of light emitted by the photoluminescent molecule 1-BrNp
upon excitation by ultraviolet light. This phosphorescence can
only be achieved in the presence of Gb-CD and a substrate~an
alcohol for the present studies! that shields 1-BrNp from the
quenching effects of oxygen. The intensity of the emitted light
decreases as the fluid temperature increases. The primary advan-
tage of MTT is its potential for use as a tool with MTV to obtain
simultaneous measurements of temperature and velocity.

The range and resolution of the measurements depend on ex-
perimental variables such as the CCD settings and the initial fluid
temperature. With a camera offset of zero and an initial fluid
temperature of 23°C, temperature measurements can be made up
to 53°C with a typical error of61.0°C ~63.33 percent of the

Fig. 14 Measured and predicted temperature profiles for cold inner flow „a… and hot inner flow „b…

Fig. 15 Measured and predicted velocity profiles for cold inner flow „a… and hot inner flow „b…
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range!. The range can be decreased, resulting in an increase in
resolution, by increasing the camera offset or by increasing the
initial temperature. Temperature measurements with initial tem-
peratures greater than 50°C have been obtained with a range of
approximately 12°C and uncertainties of approximately60.4°C
to 60.6°C. At the higher initial temperatures, measurements are
possible by increasing the initial intensity by increasing the alco-
hol concentration, lens aperture, and/or camera gain settings.

We have also shown that when normalized, the data obtained
from a number of experiments taken with a wide variety of equip-
ment settings converge to a single curve with a high degree of
agreement. This calibration curve provides a basis for subsequent
temperature measurements. To obtain measurements using this
curve, the range of temperatures capable of being measured using
the equipment setup must be known and calibration data must be
obtained at two temperatures. These temperatures are 1/5 of the
temperature range below the initial temperature and 1/5 of the
temperature range above the final temperature.

We demonstrated MTT in a horizontal, laminar pipe flow sur-
rounded by a fluid of different temperature and much higher flow
rate. The simultaneously measured temperature and velocity pro-
files agree well with a FLUENT case study.

Nomenclature

A 5 surface area of tube (pDL)
C 5 dye concentration

CP 5 specific heat
D 5 tube diameter~mm!
hx 5 convective heat transfer coefficient for inner flow

I 5 intensity of imaged phosphorescence
I A 5 measured intensity atTA
I B 5 measured intensity atTB
I e 5 phosphorescence emission intensity
I d 5 incident light intensity
I 8 5 @ I 2I B#/@ I A2I B#, normalized intensity

knr 5 nonradiative decay coefficient
kr 5 radiative decay coefficient
kq 5 quenching rate coefficient
L 5 length of heat exchanger section

ṁx 5 mass flow rate of inner flow
q 5 heat transfer rate
Q 5 quencher molecule
T 5 local temperature

TA 5 Ti1
1
5@Tf2Ti #

Tb 5 Ti1
4
5@Tf2Ti #

Te 5 uncertainty in measuring temperature
Ti 5 initial fluid temperature
Tf 5 final fluid temperature

Tlm 5 log-mean temperature difference for tube—heat ex-
changer flow

T8 5 @T2TA#/@TB2TA#
uI 5 total uncertainty in determingI
uS 5 uncertainty in determiningI due to signal fluctuations
uF 5 unertainty in determiningI due to fitting a curve to the

calibration data
Ut 5 total heat transfer coefficient for tube flow
U f 5 heat transfer coefficient including external convection

and conduction
v8 5 characteristic velocity fluctuations normal to the flow

direction
« 5 absorption coefficient

DTx 5 temperature difference between inlet and outlet for tube
fp 5 phosphoresence quantum yield
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Numerical Simulation of Grinding
and Drying Performance of a
Fluid-Energy Lignite Mill
A numerical algorithm is developed for a detailed 3D simulation of the two-phase flow
field in fluid-energy mills used for pulverization and drying of fossil fuels in large power
plants. The gas phase equations are solved using finite differences and the control volume
method, whereas a Lagrangian formulation with a stochastic particle dispersion model is
adopted for the particulate phase. Fluid-particle interaction is taken into account to
calculate the mass, momentum, and heat transfer between phases. Advanced numerical
techniques for partially-blocked cells and local grid refinement have been utilized to
achieve an accurate representation of the domain geometry and to enhance the accuracy
of the results. Particle collisions, fragmentation mechanism, and moisture evaporation
are simulated by corresponding models, whereas the special treatment employed for the
rotating fan region provides the capability to solve the two-phase flow simultaneously in
the entire rotating and nonrotating mill domain. The flow and the operation characteris-
tics of a recently developed lignite mill are measured, and the numerical algorithm is
used to predict the mill performance under various inlet profiles of the fuel mass flow rate.
The predicted results are reasonable, and in agreement with the available measurements
and observations, thus offering a deeper insight into the complex dynamic and thermal
behavior of the two-phase flow in the mill.@DOI: 10.1115/1.1350820#

Introduction
The most important fuel preparation process in coal power

plants is the grinding of the precrushed fuel, during which the raw
coal particles with sizes up to several cm are pulverized to form
fine particles of an average diameter below 100mm. Fluid-energy
mills are commonly used to accomplish the above process, as in
all the Greek Public Power Corporation~PPC! power stations.
Grinding is achieved by the impact action of the blades of a fast
rotating fan, which acts also as a suction pump conveying the fuel
to the burners. Flue gas extracted from the furnace is led to the
mill in order to increase the gas inlet temperature and perform the
drying of the coal fragments during their path through the mill
volute.

A typical fluid-energy mill of PPC has a rotation speed of 400–
450 rpm and pulverizes about 100 tons of lignite per hour. The
mill efficiency is affected by the condition of the impact plates
surfaces, which are subjected to severe wear, due to the eroding
propensity of the abrasive mineral species contained in the im-
pinging lignite particles. Moreover, uncontrollable variations of
the feed rate, size distribution, and composition of the fuel cause
corresponding variations at the mill outlet, thus affecting drasti-
cally the combustion characteristics in the furnace. Therefore, the
capability of simulating the mill performance under various op-
eration conditions could provide quite useful guidelines to opti-
mize the mill efficiency. In addition, modeling and solution of the
complex two-phase flow in the mill can lead to suggestions for an
improved design of some parts of the mill.

A first such attempt to model a fluid-energy mill along with its
classifier was made by the authors in a previous two-dimensional
study~Anagnostopoulos and Bergeles@1#!. A Lagrangian stochas-
tic approach was used for the calculation of particle trajectories,
whereas a new model was developed and used to simulate the
fragmentation mechanism of the particles impinging on the rotat-
ing plates. Moisture evaporation, particle rebound characteristics,
and erosion wear were also modeled in this study, and the various

model coefficients were optimized for the Greek lignite, on the
basis of available measurements. However, the gas flow filed in
the mill was not solved, and a global estimation for the fluid
velocities was adopted instead.

A fully 3D calculation of the two-phase flow in the mill, using
the control volume method and polar Cartesian meshes, was the
next target of the modeling effort, the basic features and the re-
sults of which are given in the present paper. Several difficulties
associated with the construction of the control volumes into the
mill volute arose, due either to the deviation of the grid lines from
the domain boundaries~spiral or oblique walls!, or the need for
fine mesh at certain regions of the mill to preserve a satisfactory
accuracy. thus, newly developed numerical techniques for the
treatment of partially-blocked grid cells and the capability of us-
ing local grid refinements~Anagnostopoulos and Bergeles@2#!
were incorporated. On the other hand, the unsteadiness of the flow
in the rotating fan due to the limited number of plates, imposed a
serious computational problem if a simultaneous simulation of the
entire mill domain is requested. This problem was solved by a
new proposed technique, as described later in the paper.

The complete numerical algorithm was applied to simulate the
performance of a conventional EVT/ASLTOM mill. The values of
the model coefficients optimized in the previous 2D study~Anag-
nostopoulos and Bergeles@1#! were kept the same, since both the
mill arrangement and the operation conditions are similar and the
same lignite type is used. Indicative graphs for the two-phase flow
field in the mill are presented, along with the results of a paramet-
ric study of the effects of the entering fuel profile on the mill
efficiency.

Gas Phase Model

Transport Equations. The general form of the time-
averaged transport equations for a viscous, particle-laden, dilute
flow is written in 3D-polar coordinates:
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wherer is the gas density;u, v, andw the gas velocity compo-
nents along the axial,x, radial, r, and angular,u, coordinates,
respectively; GF is the turbulent exchange coefficient and
SF ,SP,F the gas and the particulate-phase source terms. A system
of the above equations is constructed to solve for the mass conti-
nuity (F51), the velocity components (F5u,v,w), the quanti-
ties of thek-« turbulence model~Launder and Spalding@3#!, the
gas mixture enthalpy (F5h), and the water-vapor concentration
(F5mw), using the control volume method. The mathematical
expressions for the gas source terms,SF , can be found in the
literature ~e.g., Lixing et al. @4#!, whereas the particle source
terms,Sp,F , are given by Shuen et al.@5#, except of the enthalpy
equation term, which reads:

Sp,h52( ~min2mout!Lw1( ~minTp, in2moutTp,out!Cp (2)

wheremin ,mout is the mass of a particle when it enters or exits
from a control volume,Tin and Tout its corresponding tempera-
tures,Lw the latent heat of moisture evaporation, andCp the par-
ticle specific heat. The gas mixture density can be obtained from
the equation of state, whereas its temperature is calculated with
the relation:

T5h/(
j

~mjCp, j ! (3)

whereC̄p, j is the mean specific heat of speciesj ~j 5O2, N2, H2O,
and CO2!, at a temperatureT, which is obtained by third order
polynomial functions of temperature~Tribus @6#!.

The transport equations are discretized using the hybrid differ-
encing scheme, and a polar, collocated grid~Rhie and Chow@7#!,
in which all the dependent variables are stored at the center of the
grid-cells. After discretization, all equations are cast into the same
general form:

~AP2SP!FP5(
i

AiF i1SU, AP5(
i

Ai

F51,u,v,w,k,«,mw

i 5East, West, North, South, Up, Down (4)

whereAi are the coefficients linking a dependent variableFp with
its neighbors on the adjacent grid volumes, andSU,SP the linear-
ized source terms.

Although convenient for the impeller geometry, the application
of a polar coordinate system grid faces some difficulties: As can
be seen from the sketch of a typical mill arrangement in Fig. 1, the
gridlines do not coincide with the spiral case boundary. The same
is valid for the last convergent section of the mill, which in addi-
tion, requires an extension of the grid toward the radial direction
throughout the entire domain, and hence a large number of non-
solvable, but computer memory consuming, grid cells must be
used. In order to overcome these problems, two recently devel-
oped numerical techniques were included in the model, the
partially-blocked cells and the local grid refinement~Anagnosto-
poulos and Bergeles@2#!, which are briefly presented below.

Partially-Blocked Cells. This numerical technique makes
possible the solution of the control volumes that are partially
blocked ~crossed by the domain boundaries!, thus achieving a
quite accurate representation of an oblique or curved boundary. A
partially-blocked cell can have either less~A-type! or more ~B-
type! than half of its volume outside the flow field~Fig. 2!. The
A-type cells can be solved normally, providing that the blocked
portion of their faces and volume is taken into account. This is
achieved by multiplying the coefficientsAi in Eq. ~4! by proper
geometric coefficientsg i expressing the free portion of the corre-
sponding cell-facesi. The volume of the cell is also multiplied by
a similar factorgv , equal to the free volume portion. Using these
new coefficients, Eq.~4! now reads:

~AP2gvSP!FP5(
i

g iAiF i1gvSU

AP5(
i

g iAi i 5E, W, N, S, U, D (5)

The velocities at the center of a B-type cell are zero, however the
fluid is allowed to pass through its partially blocked faces. Thus
the fluxes and the pressure are computed as in the A-type cells, in
order to satisfy continuity over the free part of the cell.

Local Grid Refinement. Finer meshes can be constructed at
selected regions of the flow by dividing the cells of the main grid
into any desirable number of smaller volumes. The so formed
individual grids are solved separately and successively, together
with the main grid, at every iteration of the algorithm, thus
achieving fully domain decomposition.

The method ensures global conservation and allows for a
smooth and accurate transfer of information between the nonover-
lapping grids. At the grids interface, the boundary conditions for
the variables of the refined grid are obtained by an interpolation
method between the corresponding values of the main grid~Fig.
3!. The latter is not solved in the refined regions, and the values of
its variables are calculated by a volume-weighted integration of
the corresponding variables of the refined grid, whereas the fluxes
through the interface are area-weighted.

Simulation of the Rotating Wheel. The flow through a cen-
trifugal rotating impeller is unsteady, due to the finite number of
plates. However, the mean flow through the impeller and the spi-
ral casing is influenced very little by this unsteadiness, since the

Fig. 1 Polar grid lines and control volumes in a typical mill
arrangement

Fig. 2 Treatment of partially-blocked cells
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frequency of the flow field fluctuations is high. Thus, when only
the mean flow is of interest, a commonly used simulation strategy
solves first for the steady 3D flow between the blades by a blade-
to-blade method~e.g., Papantonis and Bergeles@8#!, and then av-
erages the obtained profile at the outer periphery of the impeller,
to be used as input profile for the spiral casing. However, this
method requires the linking of different algorithms, which is a
difficult task when a particulate phase is also present. Moreover,
the effects of the flow in the spiral case on the exiting from the
impeller profile are not considered, and thus, phenomena like the
re-entrainment of the flow back into the impeller are ignored. On
the other hand, a detailed simulation of the gas flow field between
the plates would not be useful for the present case, because the
particle trajectories are practically unaffected by the gas, since
before the collision the lignite fuel has high inertia~big particles
with high response time!, and after collision, the bulk mass of the
produced fragments is spread radially~Uemois and Kleis@9#!, and
slides along the plate surface up to the trailing edge.

For these reasons, an alternative technique was developed and
applied to simulate the mill wheel section. Assuming that in the
elementary volume shown in Fig. 4 the gas tangential speed at a
given radiusr is constant (wf5w̄f) and different from the wheel
speedwp , the moving plate exerts a force on the gas volume,
which per unit passing mass of the fluid equals (wp2w̄f). If a
more realistic behavior ofwf is adopted, in which the latter varies
linearly between the plates, from a maximum value ofwf ,ps
5wp on the pressure side of the plate to a minimum value of
wf ,ss5(2w̄f2wp) on the suction side in order to give again an
averaged value ofw̄f ~Fig. 4!, then an integration of the plate
force over the gas volume produces the same result. Due to its
rotation, each plate sweeps per unit time and unit blade span a gas
volume V5wp•ds, therefore the cumulative force exerted byN
plates on the unit volume of the entire gas circular ring would be:

F̄5
~wp2w̄f !•wp•ds•N

r •~2p2N•d!•ds
5

~wp2w̄f !•2p•n•N

~2p2N•d!
(6)

where d is the blade tangential thickness~rad! at the radial
location r, n the wheel rotational speed~rps! and the term (2p
2N•d)•r •ds represents the total volume per unit of blade span
of the gas circular ring.

Considering now a grid-cell that lays within the wheel section,
it can be assumed that the force exerted on it by the blade is given
by the previous Eq.~6! after replacingw̄f by the calculated tan-
gential velocity at the center of the cell, so the cumulative force
on all the grid-cells belonging to the same circular ring equals to
that of Eq.~6!.

The above force constitutes an extra source term which is in-
troduced in the tangential momentum equation, for all the grid-
cells laying within the wheel section. Thus, the latter can be var-
ied along a peripheral line, taking into account the effects of the
flow conditions at the impeller inner and outer edges.

Finally, the volume and the parallel to thew-velocity faces of
the above grid-cells are multiplied by a factor (12N•d/2p), to
account for the tangential blockage effect of the plates, due to
their finite thickness.

Boundary Conditions. The commonly used ‘‘wall func-
tions’’ boundary conditions are applied only to A-type cells, since
the velocity at the center of a B-type cell is zero. However, the
actual wall area is considered, e.g., in the plane view of Fig. 2, the
area 18-28-38 is taken into account for the nodeP, the 18-48 for the
node P1, etc. On the other hand, the wall shear stress is calculated
on the basis of the velocity component parallel to the wall~V, Fig.
2!, and the resulting source term is then shared out among the
three velocity components~u, v, andw!. Also, the actual normal
distance of the nodeP from the wall (yB) is considered.

The various grid-cell types where boundary or other specific
conditions must be implemented, are highlighted in the sketch of
Fig. 1: Type-1 cells are outside the flow domain and they are not
solved. Cells of type 2 and 3 correspond to A- and B-partially
blocked cells and are modeled as described above. A free or par-
tially blocked cell of type 4 adjoins a moving~rotating! wall, thus
the expressions of the wall functions conditions are properly
modified. Type-5 cells are totally blocked inside the calculated
domain, and they are solved setting the termsSU andSP of Eq. ~5!
to a zero and a great value, respectively. The treatment of type-6
cells, laying into the impeller section is analyzed in the previous
chapter. If the gap of the rotating wheel and the case wall is very
small, as in the present case, control volumes of type 7 are not
formed. The blockage due to the plates is considered in the adja-
cent to the wheel faces of the type-8 cells. The boundary condi-
tions at the interface of the main and a refined grid~type-9 and 10
cells! are treated as described previously using interpolation tech-
niques. Dirichlet inlet conditions are imposed at the faces of all
type-11 cells which are on the inlet section of the mill. Free ro-
tating flow conditions are set in type-12 cells adjacent to the mill
exit, whereas a mass balance produces the outlet flow velocity.
Cyclic boundary conditions are applied to type-13 cells, at both
sides of the grid-lineu50. Finally, the heat losses due to convec-
tion through the mill walls are also modeled.

Particulate Phase Model
The methodology followed for the particulate phase simulation

is described in detail in the previous 2D study of a similar mill
arrangement~Anagnostopoulos and Bergeles@1#!, hence only the
basic features will be briefly given below:

A Lagrangian approach is used to calculate the trajectories of a
statistically sufficient number of representative lignite particles.

Fig. 3 Information transfer between the main and a locally re-
fined grid

Fig. 4 Elementary fluid volume between two neighboring
plates
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The equations of particle motion are integrated using small time-
steps, considering the effects of the drag and gravity forces,
whereas a stochastic particle dispersion model accounts for the
interaction of the gas turbulence with the particles~particle-eddy
interaction!.

When a particle enters the rotating wheel, its relative distance
from the nearest approaching plate is randomly selected, and its
trajectory is tracked until it impinges on the fast rotating plate. At
this point, the particle is crushed and a range of smaller fragments
are produced, the size distribution of which depends on the impact
energy and on the materials type. Fragmentation is simulated by a
series of successive ‘‘crushing events,’’ or breakage steps~Austin
et al. @10#, Pauw @11#!. At each such step all the top-size class
fragments are rebroken, producing smaller fragments that obey
the& size interval rule~Austin et al.@10#, Tasserie et al.@12#!.
Hence, the cumulative product size distribution after a particle
fragmentation can be calculated if the number of breakage steps is
known. The developed model correlates this number with the par-
ticle impact energy and introduces additional parameters for the
maximum possible normal impact velocity,Vmax, which results in
a maximum number of breakage steps,Nmax, as well as for the
lower limit of this velocity,Vmin , below which no breakage oc-
curs. The above parameters will be used in the present study as
they have been optimized for the Greek lignite~Anagnostopoulos
and Bergeles@1#!. The value ofVmax is changed from 50 m/s–60
m/s, to account for the higher tangential speed the leading edge of
the rotating plates has in the present mill arrangement~impeller
inner radius 1.4 m and rotation speed 420 rpm!.

The produced fragments are spread radially and parallel to the
surface of the plate. The magnitude of the initial spreading veloc-
ity is calculated as the sum of the particle parallel velocity com-
ponent at the impact point plus a portion of the impact energy
transported after the impact to a tangential~parallel to the plate
surface! velocity, which was adjusted to 40 percent of the impact
speed~40–50 percent, according to Uemois and Kleis@9#! and has
a randomly selected direction. The trajectory of a representative
fragment of each of the produced size-classes is then tracked up to
the mill exit. Until the exit of the wheel, the fragments slide on the
plate surface, and the friction due to Coriolis force is taken into
account in the equations of their motion. Any further impingement
of a fragment on an internal mill wall does not result in breakage.

Evaporation of the fuel moisture is allowed after fragmentation
and only if the particle temperature exceeds 100°C. The latter is
continuously calculated, by integrating the particle energy balance
equation, taking into account both the evaporation and the heating
from the gas due to convection. The moisture release rate is com-
puted with the aid of an exponential formula~Mcintosh@13#!, and
it is a function of the particle size, the fuel type, and the tempera-
ture. The latter two parameters were accounted for by the use of
an adjustable coefficient,Cv , taken here as optimized in the pre-
vious 2D study~Anagnostopoulos and Bergeles@1#!, since the fuel
is the same and the temperature levels in the mill are similar.

All particle collisions with any other internal surface of the mill
~e.g., distribution damper, spiral case, etc.! are simulated, to en-
hance the accuracy of the results. For example, even the possibil-
ity of a particle to impinge on the leading or the trailing edge of a
rotating plate at the inner or the outer periphery of the wheel, is
considered. The particle rebound velocities after an impingement
are calculated using empirical restitution functions~Beacher et al.
@14#!.

Solution Procedure
A special preprocessing algorithm reads the geometrical data of

the mill arrangement, and the dimensions of the grid-volumes, in
order to characterize the type of each computational cell, as well
as to calculate all the geometrical quantities involved in the main
algorithm calculations. Then, the system of Eqs.~5! is solved
iteratively, with the SIMPLE algorithm, and the TDMA solver
~Patankar and Spalding@15#, Patankar@16#!. After a certain num-

ber of iterations~usually 20450!, the representative particles of
the solid phase are launched into the current flow field and their
trajectories are calculated throughout the mill. The produced par-
ticle source terms are then re-introduced into the corresponding
gas-phase equations to perform a new set of iterations. This
coupled solution is repeated until both the gas and the solid-phase
results converge.

Model Application and Results

Test Cases and Computational Details. The developed nu-
merical model was applied to simulate the performance of a lig-
nite mill designed and constructed by EVT/ALSTOM, and re-
cently installed in the 5th unit~375 MWe! of PPC Aghios
Dimitrios power station. The flow, key geometrical, and operation
data of the mill are summarized in Table 1. The thermodynamic
properties of the gas at the mill inlet were calculated from the
measured composition and temperature of the various entering
streams: flue-gas, hot air, parasitic air, recycling gas from the
classifier, and water vapor due to the earlier evaporation of the
coal surface moisture~moisture content of the raw lignite 52 per-
cent!. All the measured data used in this work constitute averaged
values obtained after several operation hours of the mill, and their
experimental uncertainty is estimated low~within 5 percent!, pro-
viding that the lignite type and preparation, and the combustion
conditions in the boiler remain the same.

The simulated mill geometry is sketched on true scale in Fig. 5.
After the mill exit, the flow passes through a classification cham-
ber ~not shown!. A main polar grid of 31334328 nodes covers
the entire flow domain, whereas two refined meshes of 31327
327, and 27329326 nodes, respectively, are also placed to en-
hance the accuracy of the simulation, one over the last part of the
mill ~vertical duct! and the other at the inlet region, covering the
vertical distribution dampers. The need for finer grids arises at the
first region due to the diversity of the grid lines from the duct
walls ~Fig. 5! and the flow streamlines, and at the second region
because of the expected complexity of the flow field there.

A uniform profile was taken for the gas-phase inlet velocity,
whereas several possible cases for the mass distribution of the fuel
at the mill inlet section were examined, as shown in Table 2. For
all these cases, a number of 30 size-classes of& rule were used to

Table 1 Geometrical data and inlet conditions of the lignite
mill
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represent the particulate phase, and the mass distribution was ob-
tained by a Rosin-Rammler function, adjusted so as the sizes
above 10 mm constitute 5 percent of the total entering mass, to
agree with the measurements. A representative particle of each
size-class is launched from each of 110 points uniformly distrib-
uted at the inlet section, thus the trajectories of about 3300 par-
ticles are tracked up to the wheel section, and about ten times
more fragments from there to the mill exit. After convergence of
the coupled two-phase flow solution, about 135,000 particles are
launched, producing more than 106 fragments, in order to obtain
statistically accurate results for the particulate phase. The total
CPU-time for the complete simulation of each case was about 2
days on the average, on a Pentium-2 200 MHz computer.

The Gas Flow Field. Flow velocity vectors are plotted in
Figs. 6 and 7 for a selected case~Case-9, Table 2!; the basic
features discussed below, are similar for all the other cases, since
only the particle mass distribution profile is varied.

The gas enters the mill with an axial velocity component and
acquires radial momentum flowing round the conical part, before
its entrance to the wheel region~Figs. 6 and 7!. The tangential
velocity in this first part of the mill is small, and there is a trend of
moving toward the lower pressure region at the mill contraction
duct ~Fig. 6!.

Several small vortices are formed behind the vertical distribu-
tion dampers~Figs. 6~a! and 7~b!!, which are of minor impor-
tance, since few particles reach there. However, as can be ob-
served comparing Figs. 7~a! and 7~b!, the dampers produce a
more uniform velocity profile along the plates, and consequently,
a more even distribution of the coal particles there.

After the entrance to the plates section, the gas exhibits a delay
in following the wheel rotational speed, due to inertia effects.
Thus, the averaged tangential velocity component is initially
small, and increases progressively toward the outward periphery
of the wheel~Fig. 6!. On the other hand, the cross sections in Fig.
7, reveal a rather complex 3D flow field between the plates, and a
trend to form reverse flow near the front part of the wheel~mill
inlet!. An internal recirculation back into the rotating plates is
evident at the upper end of the spiral case, starting from the stag-
nation area near the lower edge of the right oblique wall~Fig. 6!,
which causes the reentrainment into the wheel of some of the
smaller particle fragments that reach there.

A ring-type vortex formed in the radial section of the case and
progressively established along the spiral~Fig. 7!, is responsible
for the numerically observed trend of the smaller fragments to
flow upwards parallel to the front mill wall. As can be observed in

Fig. 5 Simulated mill geometry and grid-lines arrangement

Fig. 6 Gas velocity vectors at two vertical sections of the mill

Fig. 7 Gas velocity vectors in the mill, at various r- u planes

Table 2 List of the numerically examined cases
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Fig. 7~c!, the internal recirculation is more pronounced at this
side, thus the above vortex results also in an increased particle
reentrainment into the wheel.

The flow stream-wise velocity is reduced in the last mill part,
downstream of the spiral volute, where the diverging angle of the
front and back walls is relatively high~Fig. 7~c!!.

Gas Temperature and H2O Concentration. A significant
portion of the gas thermal energy is consumed for the particle
moisture evaporation, thus the gas temperatures are inversely pro-
portional to H2O concentration values and the corresponding dis-
tributions are similar~Figs. 8 and 11!.

Temperature and water vapor concentration remain constant in-
side the inlet mill part, because no evaporation is allowed before
fragmentation. A substantial portion of the moisture of the pro-
duced fragments is evaporated early inside the wheel~e.g., about
70 percent for 100mm and 95 percent for 50mm fragments!,
resulting in an abrupt reduction of gas temperature there~Figs. 8
and 9!.

At the upper half of the wheel the particles can travel up to the
back mill wall before entering the plates, thus the H2O concentra-
tion is increased at this region~Fig. 10~b!!. On the other hand, a
different behavior can be observed at the lower half, where the
particles impinge on the vertical distribution dampers and directed
radially to the plates. Hence, higher H2O concentration is now
formed in different regions inside the wheel~Figs. 8~a! and 9!,
depending on the angular and axial location of the corresponding
damper. The maximum values are observed into the small recir-
culation zones behind the dampers~Figs. 10 and 11~b!!.

This behavior was found to be similar in all the examined cases,
however the maximum H2O concentration increases in the upper
half and decrease in the lower half of the wheel as the inlet profile
of lignite mass flux becomes more uniform~e.g., cases 3–0, Table
2!.

The ring-type vortex formed in the spiral case facilitates the
diffusion of the water vapor in the bulk gas, resulting in a more
uniform H2O concentration and temperature profile between the
back and the front walls in the last part of the mill~Fig. 11!.
However, due to the centrifugal action of the plates, the corre-
sponding profiles in the vertical cross section remain nonuniform
up to the mill exit~Figs. 8 and 9!.

Particle Trajectories. The lignite particles path throughout
the mill is demonstrated in the indicative plots of Fig. 12. A raw
particle launching from the lower part of the mill inlet section
~Fig. 12~a!! meets a vertical distribution damper, and is directed

radially, toward the fan. The particle impinges on a plate just after
its entrance there, due to the high rotational speed of the fan, and
fragmentation occurs. The produced fragments are then centri-
fuged following different paths, depending on their size and re-
bound velocity. Hence, the bigger fragments leave earlier the plate
and, moving along straight lines, exhibit several collisions with

Fig. 8 Contours of temperature distribution „a…, and water va-
por concentration „b…, at a vertical cross-section of the mill „x
ÄÀ0.3 m…

Fig. 9 Water vapor concentration at a vertical cross-section
„xÄ0.05 m…

Fig. 10 Water vapor concentration in the mill, at various r- u
planes

Fig. 11 Contours of temperature distribution „a, °C…, and H2O
mass concentration „b…, at an r- u plane „uÄ110 deg …

308 Õ Vol. 123, JUNE 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the internal mill walls before they reach the exit. On the contrary,
the smaller and low inertial fragments follow closely the gas
streamlines~Fig. 6!, and does not impinge on the case.

Completely different is the behavior of the particles entering
from the upper half of the inlet section~Fig. 12~b!!. Their path is
not obstructed by the dampers, and thus they can penetrate deep
into the mill before being centrifuged to the fan. All the produced
fragments arrive soon at the casing, where they exhibit repeated
collisions, and almost slide along the spiral walls. During this
motion, they are captured by the ring-type vortex reported above,
which leads them gradually toward the front mill wall and finally
causes the reentrainment of some of the smaller fragments into the
bulk flow. The latter then reach the oblique wall of the convergent
section, and some of them recirculate back into the fan. Such a
recirculation is useless, since these fragments are already quite
small and completely dried, and in addition, it causes a small
reduction of the mill suction and transport efficiency. On the other
hand, the bigger fragments keep sliding up to the end of the spiral,
and at this point they again enter into the upward flow due to the
abrupt change of the wall slope.

Mill Performance. The calculated size distribution of the
produced fragments is well compared with the measured values,
as shown in Fig. 13. The dotted line represents the expected dis-
tribution at the exit of the classifier, assuming that all particles
larger than 2 mm will recycle to the mill. The above distribution
is, as expected, almost the same for all Cases 0–10, since the
grinding efficiency of the mill, which express the degree of size
reduction of the raw lignite particles achieved in the mill, depends
primarily on the wheel rotation speed, which was constant.

On the other hand, the drying efficiency, namely the portion of
the raw fuel moisture that is released in the mill, exhibits some
differences, since the final moisture of the particles is closely
related to their residence time into the mill. This behavior is illus-
trated in Fig. 14, where the average moisture content of the fuel at
the mill exit increases as more fuel mass enters through the lower
half of the mill inlet section~cases 3, 6, and 9!. Consequently, any
gain in fuel transport efficiency, that could be achieved by reduc-
ing the fuel residence time in the mill, will be obtained at the
expense of its drying efficiency. Nevertheless, the variation is
rather low ~max. 3 percent!, since the majority of the produced
fragments are small and release their moisture rapidly, so as at the
mill exit all particles smaller than 100mm are completely dried.
The final fuel moisture content for all the examined cases is quite
close to the measured value of 10 percent~wet basis!.

The above results confirm that the values for the coefficients of

the evaporation and the size reduction models have been well
optimized in the previous 2D study~Anagnostopoulos and Berge-
les @1#!, and can be used also for the fully 3D simulation. There-
fore the numerical accuracy of the above models is considered
satisfactory, at least for the present fuel type. On the other hand,
although a detailed results independence study was not carried
out, since this work aims mainly to present the features and capa-
bilities of the developed numerical methodology to simulate this
engineering problem, some preliminary tests showed minor

Fig. 12 Indicative particle trajectories of the produced fragments „size in mm…

of 12 mm raw lignite particles, launched from: lower part „a…, and upper part
„b…

Fig. 13 Size distribution of the produced lignite fragments

Fig. 14 Calculated fuel moisture content at the mill exit „per-
cent, wet basis …
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changes in the predicted global mill grinding and drying effi-
ciency when the local grid refinements were not used, as also
when the number of the launched representative particles was re-
duced from 3300–1500.

Conclusions
A number of advanced numerical techniques, along with a par-

ticle fragmentation model and a novel approach for a simulta-
neous solution of the entire mill domain, including the rotating
wheel section, were combined in order to develop an efficient 3D
numerical algorithm for the simulation of fluid-energy mills. The
algorithm was found capable of not only reproducing the global
performance characteristic correctly as measured in a lignite mill
of a PPC power plant, but also to provide important details for the
complicated two-phase flow developed throughout its volute,
which cannot be obtained from measurements or observations in
the real unit, thus offering a better understanding of the gas and
fuel interaction and dynamic behavior in the mill.

The drying of the smaller lignite fragments, below 100mm, was
found to be completed early into the wheel section, whereas only
a minor portion of the moisture content of the large fragments is
evolved during their travel throughout the mill. The contribution
of the vertical dampers, placed against the mill inlet, to a better
distribution of the entering fuel along the impact plates surface is
elucidated. The produced fragments exhibit different path-lines,
depending on their size and rebound characteristics, as well as on
the peripheral location where the raw particle impinges on the
rotating plates. The larger fragments are strongly centrifuged and
slide along the spiral peripheral wall, whereas the smaller ones
closely follow the gas flow and do not collide with the mill inter-
nal walls. The establishment of a ring-type vortex along the spiral
case was identified, and associated with the trend of the particles
to gradually approach the front mill wall, where the inner flow
formed between the fan and the spiral is stronger and causes an
undesirable internal recirculation of some small fragments. Sepa-
ration and reverse flow is observed at the last mill section. De-
tailed results for the temperature distribution and the water vapor
concentration in the mill were obtained, and the regions of maxi-
mum and minimum values are depicted and explained.

A parametric study was carried out in order to investigate the
influence of the fuel inlet mass profile on the grinding and drying
efficiency of the specific lignite mill. The produced size distribu-
tion showed minor dependence, whereas the final fuel moisture
content was found to increase as the center of weight of the fuel
entering mass moves downwards, because of a consequent reduc-
tion of the average residence time of the particles into the mill.
This study constitutes an example of the capabilities of the devel-
oped algorithm to examine the influence of several other critical
operation, flow, and geometrical parameters affecting the mill ef-
ficiency, such as the wheel rotation speed, the impeller and casing
geometry, the fuel composition and feed rate, the drying gas tem-
perature. Moreover, since the detailed dynamic path of both raw
particles and fragments in the mill is given by the algorithm, the
extension of the model to assess the erosion wear of the mill
internal walls and impact plates can be a subsequent research step.
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Nomenclature

Ai 5 transport equation coefficient for the cell-facei
Cp 5 particle specific heat

Cp, j 5 specific heat of gas speciesj
F 5 force acting on the gas-phase

h 5 gas mixture enthalpy
k 5 turbulence kinetic energy

Lw 5 latent heat of moisture evaporation
mj 5 mass concentration of gas speciesj

n 5 wheel rotation speed~rps!
N 5 number of impact plates
r 5 radial coordinate

SF 5 gas-phase source term
Sp,F 5 particle-phase source term

SU,SP 5 linearized source terms of the transport
equation

T 5 temperature
u,v,w 5 axial, radial and tangential velocity component

wf 5 gas tangential velocity in an elementary
volume

w̄f 5 mean gas tangential velocity in an elementary
volume

wf ,ps 5 gas tangential velocity on the pressure side of
the plate

wf ,ss 5 gas tangential velocity on the suction side of
the plate

wp 5 wheel tangential speed
x 5 axial coordinate

g i 5 free portion of partially blocked cell-facei
gv 5 free portion of partially blocked cell volume
GF 5 turbulent exchange coefficient

d 5 blade tangential thickness
« 5 turbulence kinetic energy dissipation rate
u 5 angular coordinate
r 5 gas density
F 5 dependent variable
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on a propeller subjected to the non-axisymmetric wakes of marine vehicles. This method
is extended in order to treat mixed partial and supercavity patterns on both the face and
back of the blades with searched cavity detachment. The convergence of the method is
studied. The predicted cavity shapes and forces by the present method agree well with
experiments and with those predicted by another numerical method.
@DOI: 10.1115/1.1363611#

Introduction
Accurate predictions of the extent of sheet cavitation and the

pressure distribution on the blade are crucial in the design and
assessment of marine propulsors. Recent advancements in the pro-
pulsor design industry require numerical tools that are able to
model more extreme geometries with mixed~partial and supercav-
ity! cavity patterns on both the face and the back of the blades.
The ultimate objective of this research is to develop and validate a
three-dimensional BEM code, PROPCAV, for the prediction of
general cavity patterns and loading on propellers subjected to non-
axisymmetric wakes of marine vehicles.

PROPCAV models the three-dimensional unsteady cavitating
propeller flow via a low-order boundary element~panel! method
~Fine @1#! ~Kinnas and Fine@2#!. The shape and extent of the
cavity are determined in the framework of a boundary-value prob-
lem: for a given cavitation number and inflow, the position of the
cavity surface is determined in an iterative manner until both a
prescribed pressure condition and a zero normal velocity condi-
tion are satisfied on the cavity surface. The method was first de-
veloped for unsteady partial cavitation with prescribed cavity de-
tachment on the back of propeller blades~Kinnas and Fine@3#,
Kinnas and Fine@2#, Fine @1#!. It was then extended to predict
leading edge and mid-chord partial cavitation on either the face or
the back of the blades by Mueller and Kinnas@4#, Mueller @5#, and
Mueller and Kinnas@6#. In the present work, PROPCAV is further
extended to predict leading edge and mid-chord cavitation on both
the face and the back of the blades simultaneously.

To validate the panel code, results are compared to those ob-
served in experiments and to those obtained from the latest ver-
sion of an existing vortex-lattice method, MPUF-3A~Kosal @7#,
Lee and Kinnas@8#!. In the vortex-lattice method, the vortex and
source lattice are placed on the mean camber surface of the blade
and a linearized cavity model is used. A leading edge correction
through linearized dynamic boundary condition on the cavity is
used in MPUF-3A to model the effect of blade thickness on the
cavity ~Kinnas@9#, Kinnas@10#!. The latest version of MPUF-3A
also includes nonlinear thickness-loading coupling~Kinnas @11#!
for propellers subjected to fully wetted flow.

MPUF-3A has the advantage of less computational time and
memory requirements than PROPCAV. However, the flow details
at the propeller leading edge cannot be captured accurately via the
vortex-lattice method. Furthermore, the current version of
MPUF-3A only considers the effect of nonlinear thickness-
loading coupling in fully wetted flow. For cavitating flow, the
effect of cavity sources should also be included in the thickness-

loading coupling to correctly model the effect of cavity. PROP-
CAV, on the other hand, captures the geometry of the blades by
discretizing the blade surfaces with panels. Thus, PROPCAV in-
herently includes the effect of nonlinear thickness-loading cou-
pling and offers a more accurate modeling of the flow details at
the propeller leading edge. Moreover, the panel code also pro-
vides a better foundation for concurrent research efforts in the
modeling of developed tip-vortex cavitation and surface-piercing
propellers.

In this paper, convergence studies of PROPCAV are presented.
Predictions from PROPCAV are also compared with experimental
observations and with predictions from MPUF-3A.

Formulation
This section summarizes the formulation of the cavitating

flow around a propeller given by Kinnas and Fine@2# and Fine
@1#.

Consider a cavitating propeller subject to a general inflow
wake, qW wake(xs ,ys ,zs), as shown in Fig. 1. The inflow wake is
expressed in terms of the absolute~ship fixed! system of cylindri-
cal coordinates (xs ,ys ,zs). The inflow velocity,qW in , with respect
to the propeller fixed coordinates~x, y, z!, can be expressed as the
sum of the inflow wake velocity,qW wake, and the propeller’s angu-
lar velocity vW , at a given locationxW :

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
November 3, 1999; revised manuscript received January 31, 2001. Associate Editor:
J. Katz.

Fig. 1 Propeller subjected to a general inflow wake. The pro-
peller fixed „x ,y ,z… and ship fixed „x s ,y s ,zs… coordinate sys-
tems are shown.
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qW in~x,y,z,t !5qW wake~x,r ,uB2vt !1vW 3xW (1)

wherer 5Ay21z2, uB5arctan(z/y) andxW5(x,y,z).
The inflow, qW wake, is assumed to be the effective wake, i.e., it

includes the interaction between the vorticity in the inflow and the
propeller ~Kinnas et al.@12#, Choi @13#!. The resulting flow is
assumed to be incompressible and inviscid. The total velocity
field, qW , can be expressed in terms ofqW in and the perturbation
potential,f, as follows:

qW ~x,y,z,t !5qW in~x,y,z,t !1¹f~x,y,z,t ! (2)

wheref satisfies the Laplace’s equation in the fluid domain~i.e.,
¹2f50!. Note that in analyzing the flow around the propeller, the
propeller fixed coordinates system is used.

The Green’s Formula. The perturbation potential,f, at ev-
ery point p on the combined wetted blade and cavity surface,
SWB(t)øSC(t), must satisfy Green’s third identity:

2pfp~ t !5E E
SWB~ t !øSC~ t !

Ffq~ t !
]G~p;q!

]nq~ t !
2G~p;q!

]fq~ t !

]nq~ t ! GdS

1E E
SW~ t !

Df~r q ,uq ,t !
]G~p;q!

]nq~ t !
dS;

pP~SWB~ t !øSC~ t !! (3)

where the subscriptq corresponds to the variable point in the
integration. G(p;q)51/R(p;q) is the Green’s function with
R(p;q) being the distance between pointsp andq. nW q is the unit
vector normal to the integration surface.Df is the potential jump
across the wake surface,SW(t). The definitions ofSWB , SC , and
SW are depicted in Fig. 2.

Equation~3! should be applied on the ‘‘exact’’ cavity surface
SC , as shown in the drawing at the top of Fig. 2. However, the
cavity surface is not known and has to be determined as part of
the solution. In this work, an approximated cavity surface, shown

in the drawing at the bottom of Fig. 2, is used. The approximated
cavity surface is comprised of the blade surface underneath the
cavity on the blade,SCB , and the portion of the wake surface
which is overlapped by the cavity,SCW . The justification for
making this approximation, as well as a measure of its effect on
the cavity solution can be found in Kinnas and Fine@3# and Fine
@1#.

Using the approximated cavity surface, Eq.~3! may be decom-
posed into a summation of integrals over the blade surface,SB
([SCB1SWB), and the portion of the wake surface which is over-
lapped by the cavity,SCW .

Field Points on SB. For field points onSB , Eq. ~3! becomes:

2pfp~ t !5E E
SB

Ffq~ t !
]G~p;q!

]nq
2G~p;q!

]fq~ t !

]nq
GdS

2E E
SCW~ t !

qw~ t !G~p;q!dS

1E E
SCW~ t !øSW~ t !

Df~r q ,uq ,t !
]G~p;q!

]nq
dS;

pPSB (4)

whereqw is the cavity source distribution in the wake, defined as:

qw~ t ![
]f1

]n
~ t !2

]f2

]n
~ t ! (5)

The superscripts ‘‘1’’ and ‘‘ 2’’ denote the upper and lower wake
surface, respectively.

The geometry of the trailing wake is assumed to be invariant
with time and taken to be the same as that corresponding to the
circumferentially averaged flow~Kinnas and Hsin@14#!. The di-
pole strengthDf(r ,u,t) in the wake is convected along the as-
sumed wake model with angular speedv:

Df~r ,u,t !5DfTS r T ,t2
u2uT

v D ; t>
u2uT

v

Df~r ,u,t !5DfS~r T!; t,
u2uT

v
(6)

wherer, u are the cylindrical coordinates at any point in the trail-
ing wake surface,SW , and (r T ,uT) are the coordinates of the
trailing edge at a point on the same streamline with (r ,u). DfS is
the steady flow potential jump in the wake when the propeller is
subject to the circumferentially averaged flow.

The value of the dipole strength,DfT(r T ,t), at the trailing
edge of the blade at radiusr T and timet, will be given from the
Morino’s Kutta condition~Morino and Kuo@15#!:

DfT~r T ,t !5fT
1~r T ,t !2fT

2~r T ,t ! (7)

wherefT
1(r T ,t) andfT

2(r T ,t) are the values of the potential at
the upper~suction side! and lower~pressure side! blade trailing
edge, respectively, at timet.

Recently, an iterative pressure Kutta condition~Kinnas and
Hsin @14#! is applied for the analysis of unsteady fully wetted and
cavitating propellers. The iterative pressure Kutta condition modi-
fies DfT(r T ,t) from that of Morino to achieve equality of pres-
sure at both sides of the trailing edge everywhere on the blade
~Young et al.@16#!.

Field Points on SCW. For field points onSCW , the left-hand
side of Eq.~3! reduces to 2p@fp

1(t)1fp
2(t)#, which can be ex-

pressed as 4pfp
6(t)72pDfp(t) depending on if the equation is

applied on the upper ‘‘1’’ or the lower ‘‘2’’ surface of the su-
percavitating region. This will render the following expression
for fp

6 :
Fig. 2 Top: definition of the exact surface; Bottom: definition
of the approximated cavity surface.
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4pfp
6~ t !562pDfp~ t !1E E

SB

Ffq~ t !
]G~p;q!

]nq

2G~p;q!
]fq~ t !

]nq
GdS2E E

SCW~ t !
qw~ t !G~p;q!dS

1E E
SCW~ t !øSW~ t !

Df~r q ,uq ,t !
]G~p;q!

]nq
dS;

pPSCW (8)

Kinematic Boundary Condition on Wetted Part of the
Blade. The kinematic boundary condition on the wetted portion
of the blade defines the source strengths in terms of the known
inflow velocity, qW in :

]fq

]nq
52qW in~xq ,yq ,zq ,t !•nW q (9)

Dynamic Boundary Condition on Cavitating Surfaces. The
dynamic boundary condition on the cavitating blade and wake
surfaces requires the pressure everywhere on the cavity to be con-
stant and equal to the vapor pressure,Pv . By applying Bernoulli’s
equation, the total velocity on the cavity,qW c , can be expressed as
follows:

qW c
25n2D2sn1uqW wakeu21v2r 222gys22

]f

]t
(10)

wheresn[(Po2Pv)/(0.5rn2D2) is the cavitation number;r is
the fluid density andr is the distance from the axis of rotation.Po
is the pressure far upstream on the shaft axis;g is the acceleration
of gravity andys is the ship fixed coordinate, shown in Fig. 1.n
5v/2p and D are the propeller rotational frequency and diameter,
respectively.

On the cavitating blade surface, the magnitude of the cavity
velocity may also be written in terms of its projections alongsW
~the chordwise! andvW ~the spanwise! grid directions on the blade
surface:

uqW cusinc5AVs
21Vv

222VsVv cosc (11)

with:

Vs[
]f

]s
1qW in•sW and Vv[

]f

]v
1qW in•vW (12)

wherec is the angle betweens andv directions, as shown in Fig.
2.

Combining Eqs.~10! and~11! renders the following expression
for ]f/]s.

]f

]s
52qW in•sW1Vv cosc1sincAuqW cu22Vv

2 (13)

which can then be integrated to form a Dirichlet type boundary
condition for f. The unknown terms]f/]t and ]f/]v on the
right-hand side of Eq.~13! are determined in an iterative manner.

On the cavitating wake surface, the coordinatesW is assumed to
follow the streamline.1 Thus, the total crossflow velocity is as-
sumed to be small, which renders the following expression for
]f/]s:

]f

]s
52qW in•sW1uqW cu (14)

Kinematic Boundary Condition on Cavitating Surfaces.
The kinematic boundary condition on the cavity requires the total
velocity normal to the cavity to be zero. As shown in~Kinnas and

Fine @2#!, the kinematic boundary condition renders the following
equation for the cavity thickness~h! on the blade:

]h

]s
@Vc2coscVv#1

]h

]v
@Vv2coscVs#5sin2 cS Vn2

]h

]t D (15)

whereVn[]f/]n1qW in•nW is the total normal velocity.
Assuming again that the spanwise crossflow velocity on the

wake surface is small, the kinematic boundary condition reduces
to the following equation for the cavity thickness (hw) on the
wake:

qw~ t !2
]hw

]t
5uqW cu

]hw

]s
(16)

whereqw is the cavity source distribution, defined by Eq.~5!.
The definitions ofh andhw are depicted in Fig. 3. The quantity

hw at the blade trailing edge is determined by interpolating the
upper cavity surface over the blade and computing its normal
offset from the wake sheet.

Cavity Closure Condition. The extent of the unsteady cavity
is unknown and has to be determined as part of the solution. The
cavity length at each radiusr is given by the functionl (r ,t). For
a given cavitation number,sn , the cavity planforml (r ,t) must
satisfy the following requirement:

d~ l ~r ,t !,r ;sn![h~ l ~r ,t !,r ,t !50 (17)

where d is the cavity height at the trailing edge of the cavity.
Equation~17! requires that the cavity closes at its trailing edge.
This requirement is the basis of an iterative solution method that
is used to find the cavity planform.

Solution Method. The unsteady cavity problem is solved by
inverting Eqs.~4! and ~8! subjected to conditions~6!, ~7!, ~9!,
~13!, ~14!, and~17!. The numerical implementation is described in
detail in Kinnas and Fine@2#, Fine@1#, and Kinnas and Fine@3#. In
brief, for a given cavity planform, Green’s formula is solved with
respect to the unknownf on the wetted blade surface and the
unknown]f/]n on the cavity surface. The cavity heights are then
determined by integrating Eqs.~15! and ~16!. The correct cavity
planform is obtained in an iterative manner by satisfying the cav-
ity closure condition, Eq.~17!. The split-panel technique~Fine
and Kinnas@18#, Kinnas and Fine@3#! is used to treat blade and
wake panels that are intersected by the cavity trailing edge.

Convergence Studies
Convergence studies with varying number of propeller revolu-

tions, panel discretization, and time step size for PROPCAV
are presented. Comparisons of predicted cavity volumes and pro-
peller loadings for propeller DTMB4148, of which the paneled
geometry and inflow wake are shown in Fig. 4, are studied. The
inflow wake corresponds to the wake in Mishima et al.@19# with
the effects of the tunnel walls and vortical inflow/propeller inter-
actions~nonaxisymmetric ‘‘effective’’ wake! accounted by using
the method of Kinnas et al.,@12#, Choi @13#. It should be noted
that the ‘‘unusual’’ double peak shown in the cavity volume plots
is due to the two slow regions in the inflow wake about the top
position. The same behavior was also observed in the experiment.

1It has been found by~Fine @1#! ~Fine and Kinnas@17#! that the effect of the
crossflow term in the cavitating wake region has very small effect on the solution.

Fig. 3 Definition of the cavity height on the blade and on the
supercavitating wake
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Convergence With Number of Revolutions. PROPCAV ac-
counts for the effect of other blades on the key blade in a progres-
sive manner. At each key blade position, the effects of each of the
other blades are accounted for by using the solution~dipole and
source strengths! at an earlier time step when the key blade was in
the position of that blade. Thus, the solution obtained by PROP-
CAV depends on the number of revolutions. Figure 5 shows the
effect of number of revolutions on cavity volume. As shown on
the figure, the solution converged at the fourth revolution for this
particular case.

Convergence With Blade Angle Increment. Since the prob-
lem is unsteady, the numerical solution depends on the time step
size, which is expressed in terms of blade angle increment,Du, in
PROPCAV. Three blade angle increments are used: 4, 6, and 8
deg. The effect of different blade angle increments on the pre-
dicted cavity volume and propeller loading are shown in Figs. 6
and 7, respectively. As shown in the figures, the results are not
very sensitive to blade angle increments for this particular case.

Convergence With Mesh Size. In addition to the number of
propeller revolutions and blade angle increments, panel discreti-

Fig. 4 Geometry and inflow wake of propeller DTMB4148

Fig. 5 Convergence of cavity volume with number of propeller
revolutions for propeller DTMB4148. 60 Ã20 panels. DuÄ6 deg,
snÄ2.576, J sÄ0.954, FrÄ9.159.

Fig. 6 Convergence of cavity volume with blade angle incre-
ments for propeller DTMB4148. 60 Ã20 panels. snÄ2.576, J s
Ä0.954, FrÄ9.159.

Fig. 7 Convergence of cavitating blade force coefficients with
blade angle increments for propeller DTMB4148. 60 Ã20 panels.
snÄ2.576, J sÄ0.954, FrÄ9.159.

Fig. 8 Convergence of cavity volume with panel discretization
for propeller DTMB4148. DuÄ6 deg, snÄ2.576, J sÄ0.954, Fr
Ä9.159.
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zation is also important in the convergence of the solution. Fig-
ures 8 and 9 show the dependence of cavity volume and propeller
loading on panel discretization, respectively. As shown in the fig-
ures, the results are more sensitive to mesh size than blade angle
increment, especially in terms of cavity volume.

Validation With Experiments
In order to thoroughly validate PROPCAV, results from four

different sets of experiments are presented.

Propeller DTMB5168—Five Bladed, Highly-Skewed Pro-
peller. Comparisons of measured thrust and torque coefficients
in an experiment with predictions from PROPCAV and
MPUF-3A for propeller DTMB5168 in fully wetted, uniform in-
flow are shown in Fig. 10. The geometry of the propeller is also
shown in Fig. 10. Notice that PROPCAV yields more accurate
force predictions, especiallyKQ , than MPUF-3A for all advance
coefficients shown.

Propeller DTMB4119—Three Bladed, Zero-Skew and
Zero-Rake Propeller. Figure 11 shows the comparison of un-
steady thrust and torque coefficients obtained from experiment,

PROPCAV, and MPUF-3A for propeller DTMB4119. The pro-
peller was subjected to a non-axisymmetric 3-cycle wake~Jessup
@20#! ~also shown in Fig. 11! in fully wetted flow. As shown in
Fig. 11, both numerical codes did well in predicting the unsteady
blade force harmonics, with PROPCAV predicting forces which
are somewhat closer to the measured values.

Propeller DTMB4148—Three Bladed, Zero-Skew and
Zero-Rake Propeller. In the third set of experiments, PROP-
CAV is used to predict the cavity shape for propeller DTMB4148
in a screen generated non-axisymmetric inflow inside a cavitation
tunnel ~Mishima et al.@19#!. The predicted cavity shapes from
PROPCAV are shown in Fig. 12 together with photographs taken
during the experiment. The flow conditions were as follows:Js
50.9087,Fr59.159, andsn52.576. The equivalentJs , 0.957,
for unbounded flow is obtained by matching the fully wetted
thrust coefficient,KT , with the measuredKT , 0.0993, from ex-
periment. The inflow wake used in PROPCAV, which is shown in
Fig. 4, corresponds to the wake in Mishima et al.@19# with the
effects of the tunnel walls and vortical inflow/propeller interac-
tions ~nonaxisymmetric ‘‘effective’’ wake! accounted by using
the method of Kinnas et al.@12# and Choi@13#.

As shown in Fig. 12, the numerical results agree fairly well
with experimental observations except for the area near the blade
tip. Note that PROPCAV’s prediction in the blade tip region is
unreliable because the current version of PROPCAV does not
include a tip-vortex cavity model. Furthermore, the current ver-
sion of PROPCAV does not require cavity lengths atr /R.0.95 to
converge due to numerical difficulties very near the tip.

Propeller SRI—Three Bladed, Non-Zero Skew and Rake
Propeller. To validate the supercavitation scheme in PROP-
CAV, predicted force coefficients are compared with experimental
measurements~Matsuda et al.@21#! for a supercavitating propel-
ler. The test geometry is M.P.No.345~SRI!, which is designed
using SSPA charts under the following conditions:Js 51.10,sv

Fig. 9 Convergence of cavitating blade force coefficients with
panel discretization for propeller DTMB4148. DuÄ6 deg, sn
Ä2.576, J sÄ0.954, FrÄ9.159.

Fig. 10 Geometry of propeller DTMB5168. Also shown are the
predicted and measured K T and K Q for different advance coef-
ficients. PROPCAV v1.2: 80 Ã40 Panels. MPUF-3A v1.2: 20 Ã18
panels.

Fig. 11 Geometry and inflow wake of propeller DTMB4119.
Also shown are the predicted and measured K T and K Q for
different blade harmonics. PROPCAV v1.2: 80 Ã50 Panels.
MPUF-3A v1.2: 40Ã24 panels.
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50.40, andKT50.160. It should be noted that the current version
of PROPCAV modifies the suction side of the blade section aft of
the midchord to render zero thickness at the trailing edge. This
modification should not affect the results as long as the blade
sections aft of the midchord are within the cavitation bubble.

The comparisons of the predicted versus measured thrust (KT),
torque (KQ), and efficiency (h) are shown in Fig. 13. The pro-
peller geometry with the predicted cavities atJs51.3 are shown in
Fig. 14. Also shown in Fig. 14 are the predicted cavitating pres-
sures along each radial strip atJs51.3. It is worth noting that at
this particular combination, there is substantial midchord detach-
ment. Figure 14 indicates that the detachment search criterion in
PROPCAV, which will be explained later, is satisfied since the
cavity thickness is non-negative and the pressures everywhere on
the wetted blade surfaces are above the vapor pressure. The com-
parisons shown on Fig. 13 indicate that the predictions by PROP-
CAV agree very well with experimental data for values ofJs
<1.2. ForJs.1.2, the comparisons are not as good because the
cavities begin to detach aft of the midchord, where the suction
side geometry was modified.

Mid-Chord Detachment
The latest version of PROPCAV allows the cavity to detach

from both the face~pressure side! and the back~suction side! of
the blade. The initial detachment lines are obtained based on the
fully wetted pressures. The detachment locations at each strip are
then adjusted in the next revolution2 according to the following
criterion:

1 If the cavity at the strip has negative thickness, then the
detachment location is moved towards the trailing edge of
the blade.

2 If the pressure at a point upstream of the cavity is below the
vapor pressure, then the detachment location is moved to-
wards the leading edge of the blade.

It can be shown that the above criterion is equivalent to the Villat-
Brillouin smooth detachment condition. Details of the formulation
and convergence study for mid-chord detachment can be found in
Mueller @5# and Mueller and Kinnas@6#. An example of mid-
chord cavitation for propeller MW13 subjected to uniform inflow

Fig. 12 Comparison OF PROPCAV’s prediction „top … to experi-
mental observations „bottom … for propeller DTMB4148. J s
Ä0.954, snÄ2.576, FrÄ9.159, 70Ã25 panels, DuÄ6 deg.

Fig. 13 Comparison of the predicted and versus measured
K T , K Q , and h for different advance coefficients. Propeller SRI.
svÄ0.4, snÄsv ÃJ s

2.

Fig. 14 Geometry, cavitation pattern, and cavitating pressures
for propeller SRI at J sÄ1.3, svÄ0.4, snÄsvÃJ s

2.

Fig. 15 Cavity shape and pressures for propeller MW1. Mid-
chord cavitation. The propeller is based on a design by Michi-
gan Wheel Corporation, USA. J sÄ1.224, snÄ0.8116, Fr
Ä26.6, 60Ã20 panels. Uniform inflow.

2The solution is carried out over several complete revolutions of one blade, the
‘‘key’’ blade, with the effects of the other blades being accounted for in an iterative
manner.

3The propeller geometry, which is listed in Table 1, is based on a design by
Michigan Wheel Corporation, USA.
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~Js51.224, sn50.8116, Fr526.6! is shown in Fig. 15. Also
shown in Fig. 15 are the corresponding cavitating pressures at
three different strips along the span of the blade. It is worth noting
that the predicted pressures on the suction side in front of the
cavity detachment are higher than the vapor pressure. This indi-
cates that the employed smooth detachment criterion works prop-
erly. However, the face side cavitating pressures near the leading
edge are below the vapor pressure. This is because PROPCAV
was only allowed to search for back cavitation. Had the option to
search for face and back cavitation simultaneously~as explained
in the next section! been on, PROPCAV would have also detected
the expected face cavitation as shown in Fig. 18.

Face and Back Cavitation
The latest version of PROPCAV allows the cavity to grow on

both sides of the blade simultaneously. In this case, the dynamic
boundary condition is applied on both cavity surfaces, and the
kinematic boundary condition is applied on the wetted blade sur-
faces. PROPCAV also has the ability to search for cavity detach-
ments on both sides of the blade simultaneously.

Fig. 16 Validation of simultaneous face and back cavitation on
an asymmetric rectangular hydrofoil. 50 Ã10 panels. aÄÁ0.3
deg. fo ÕCÄÁ0.018„NACA 0.8…, to ÕCÄ0.05„RAE…, svÄ0.15.

4For validation studies, PROPCAV has an option where the numerical method is
applied on a 3-D hydrofoil.

Fig. 17 Validation of simultaneous face and back cavitation on
an asymmetric rectangular hydrofoil. 50 Ã10 panels. aÄÁ0.5
deg. fo ÕCÄÁ0.018„NACA0.8 …, to ÕCÄ0.05„NACA66 …, svÄ0.08.

Fig. 18 Predicted 3-D cavity shape for propeller MW1. The
propeller is based on a design by Michigan Wheel Corpora-
tion, USA. 60 Ã20 panels. J sÄ1.224, snÄ0.8116, FrÄ25.6. Uni-
form inflow.
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Validation test for an asymmetric 3-D hydrofoil4 with 61.8
percent camber (f /C) andsv50.15 at an angle of attack of60.3
deg is shown in Fig. 16. As expected, the predicted cavity shapes
are identical mirror images of each other. The same validation test
was performed for another asymmetric 3-D hydrofoil at an angle
of attack of60.5 deg with61.8 percent camber andsv50.08.
The results are shown in Fig. 17. Note that for both cases, the
smooth detachment criterion are satisfied on both sides of the 3-D
hydrofoil.

An example of simultaneous face and back cavitation for pro-
peller MW1 is shown in Fig. 18. The propeller geometry, which is
listed in Table 1, is based on a design by Michigan Wheel Cor-
poration, USA. The flow conditions were as follows:Js51.224,
sn50.8116,uniform inflow. Notice that for this propeller, there
is midchord supercavitation on the suction side of the blade, and
leading partial cavitation as well as midchord supercavitation on
the pressure side of the blade. To validate the solution, the con-
vergence of the predicted cavities~on the back side of the blade!
and forces with respect to the number of panels are shown in
Fig. 19.

Conclusions
The results from the convergence study show that the cavity

volume converged relatively quickly with number of revolutions

for the tested propeller. It was also shown that the time discreti-
zation ~in terms of blade angle increments! has a smaller impact
on the predicted cavity volume and propeller loading than the
panel discretization.

The results from validation tests with experiments show that in
general, the predicted propeller loadings and cavity shapes agree
well with experimental observations and measurements.

The performance of PROPCAV in mid-chord face and/or
back cavitation has been shown and validated numerically. The
current version of PROPCAV is able to predict leading edge
and mid-chord mixed cavity patterns on both sides of the blade
simultaneously.

Future efforts in PROPCAV include the following:

1 Modeling of sections with nonzero trailing edge thickness,
2 Modeling of a developed tip-vortex cavity,
3 Modeling of surface-piercing propellers, and
4 More systematic comparisons with experiments and MPUF-

3A.
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Wärtsilä Propulsion. The authors wish to thank Mr. Kevin Mitch-
ell and Dr. Brant Savander of Michigan Wheel for making avail-
able to them the geometry of a supercavitating propeller.

Nomenclature

a 5 angle of attack for 3-D hydrofoil
Cp 5 pressure coefficient,Cp5(P2Po)/(0.5rn2D2)
D 5 propeller diameter
h 5 propeller efficiency,h5(KT /KQ) (Js/2p)
Fr 5 Froude number, Fr5n2D/g
g 5 gravitational acceleration
G 5 blade section circulation, nondimensional form5G

3102/pDVR
h 5 cavity thickness over the blade surface

hw 5 cavity thickness over the wake surface
Js 5 advance ratio,Js5Vs /nD

KQ 5 torque coefficient,KQ5Q/rn2D5

KT 5 thrust coefficient,KT5T/rn2D4

l 5 cavity length
n 5 propeller rotational frequency~rev/s!
nW 5 unit normal vector
f 5 perturbation potential
P 5 pressure

Po 5 pressure far upstream, at the propeller axis
Pv 5 vapor pressure of water
qW 5 total velocity

qW in 5 local inflow velocity ~in the propeller fixed system!
qW wake 5 effective wake inflow velocity~in the ship fixed sys-

tem!
Q 5 propeller torque
r 5 fluid density

sn 5 cavitation number based onn,
sn5(Po2Pv)/(0.5rn2D2)

sv 5 cavitation number based on
Vs , su5(Po2Pv)/(0.5rVs

2)
t 5 time

T 5 propeller thrust
Vs 5 ship speed for propeller, or inflow speed for 3-D

hydrofoil
VR 5 reference velocity,VR5AVs

21(0.7npD)2

Fig. 19 The convergence of predicted cavities „expanded
view … and forces with respect to number of panels for propel-
ler MW1. The propeller is based on a design by Michigan
Wheel Corporation, USA. J sÄ1.224. snÄ0.8116, FrÄ25.6. Uni-
form inflow.

Table 1 Geometry of Propeller MW1. 6 blades. NACA66 thick-
ness distribution. NACA 0.8 camber distribution. J sÄ1.244, Fr
Ä25.6, snÄ0.81160, r ÕRÄnondimensional radius, PÕDÄpitch Õ
diameter, RK ÕDÄrake Õdiameter, SKÄskew in degrees, CÕD
Ächord Õdiameter, f o ÕCÄmaximum camber Õchord, to ÕD
Ämaximum thickness Õdiameter.
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Flow Structure and Particle
Transport in a Triple Bifurcation
Airway Model1
Considering steady laminar incompressible flow in a triple bifurcation, which represents
generations three to six of the human respiratory system, air flow fields and micron-
particle transport have been simulated for several combinations of relatively high and low
inlet Reynolds and Stokes numbers. While the upstream bifurcations are hardly affected
by the third bifurcation, complex air and particle flow fields occur in the daughter tubes
leading to the third dividers. Variations in Reynolds number, 500<Re<2000, and Stokes
number, 0.04<St<0.12, cause locally changing vortical air flows as well as irregular
particle motions. Preferential concentration of particles can be induced by the secondary
vortical flow in the tubes when the inlet Reynolds number is high enough. The air and
particle velocity profiles in the third daughter tubes are still quite different from those in
the upstream tubes, which indicates that additional downstream effects are possible. This
work may contribute to respiratory dose estimation in health risk assessment studies, as
well as the analyses of drug aerosol delivery.@DOI: 10.1115/1.1359525#

1 Introduction
The respiratory airways can be approximated as a network of

repeatedly bifurcating tubes with progressively decreasing dimen-
sions @1,2#. As a result, airflow passages are very tortuous and
flow characteristics are difficult to assess. Hence, the measure-
ment and simulation of aerosol transport are quite challenging
problems. Inhaled particles, considering a 1–10mm diameter
range, deposit primarily by inertial impaction particularly in the
large trachebronchial airways where flow velocities are relatively
high @3#. The detailed understanding of air flow structures and
particle transport, including wall deposition, is of great impor-
tance for estimating the health risk of particulate pollutants, on the
one hand, and for delivering drug aerosols to target sites in the
lung on the other hand. Thus, of interest here is the air flow and
transport of non-interacting monodisperse spherical particles un-
der steady inspiration in a representative triple bifurcation model.
Although there are a few experimental and numerical studies
which have addressed certain aspects of these problems, they tend
to oversimplify the realism and further investigations are needed
to contribute to an accurate system assessment.

For example, Bala´sházy @4# discussed the numerical implemen-
tation for computing trajectories for a wide range of submicron-
and micron-size particles in bifurcating tubes. Gatlin et al.@5#
simulated the fluid flow and particle deposition patterns in an
asymmetric single bifurcation based on physiological observa-
tions. The transition region for this model consisted of an elliptic
region where the cross-sectional area was equal to the parent
tubes, followed by a region where the daughter tubes split apart
forming the carina ridge. These geometries are supposed to sup-
press any flow separation during inspiratory~i.e., diverging! flow.
However, more recently, Farag et al.@6,7#, using a similar geo-
metric configuration, experimentally observed flow separation in
the bifurcation region under similar flow conditions. Airway ge-
ometries~i.e., branching patterns! result in disturbed flow which
affects the flow patterns and particle deposition in subsequent bi-

furcations. Thus single bifurcation models mentioned previously
may not provide a realistic picture of deposition in respiratory
airways. Wilquem and Degrez@8# numerically investigated the
2-D steady inspiratory airflow through a double bifurcation model
representing three generations of the human central airways. Ve-
locity profiles downstream of the first junction were shown to be
highly skewed, thus leading to an important imbalance in flow
distribution downstream of the second junction. However, their
simulation was based on a 2-D model and particle transport and
deposition in such a model were not simulated. Lee et al.@9#
computed the velocity field, particle trajectories, and deposition
efficiency for 2-D and 3-D single and double bifurcations. They
found that the flow field and particle trajectories were altered by
the presence of the second bifurcation and that the deposition
efficiency in the second bifurcation was almost always less than
that in the first bifurcation. However, their geometry utilized con-
stant diameter tubes~i.e., D15D25D3! and sharp outer wall of
the junctions, which are not in physiological agreement with the
human respiratory airways. Comer et al.@10# and Kleinstreuer
et al. @11#, who employed double bifurcation geometries of Wei-
bel’s lung airway models@12,13#, showed numerically that aero-
sol transport and wall deposition depend strongly on vortical flow
fields created by the particular upstream geometric configurations
and inlet flow conditions.

In this paper, the validated computer simulation model of
Comer et al.@10# is extended to a triple bifurcation respiratory
tract segment in order to analyze the complex air flow fields and
particle motions, especially in the upper and lower third bifurca-
tions. The resulting particle deposition patterns and wall particle
concentrations are discussed in a companion paper@14#.

2 Theory and Numerical Solution

2.1 Bifurcation Geometry, Assumptions, and Transport
Equations. Steady laminar, constant property air flow, i.e.,
500<Re<2000, with dilute suspensions of micron-sized particles,
i.e., 3<dp<7 mm, is assumed to enter a rigid, anatomically rel-
evant triple bifurcation tube model with a symmetric in-plane con-
figuration ~cf. Fig. 1 and Table 1!.

The realistic tube model represents the third–sixth generation
of human respiratory airways according to Weibel’s lung Model
A @1#. While Weibel’s lung Model A contains realistic tube diam-
eters and lengths, it bifurcates symmetrically and hence may not

1Presented in part at the First Joint Meeting of BMES & EMBS, 13–16 October
1999, Atlanta, GA.

2Corresponding author~ck@eos.ncsu.edu!.
Contributed by the Fluids Engineering Division for publication in the JOURNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
January 9, 2000; revised manuscript received December 27, 2000. Associate Editor:
J. K. Eaton.
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be fully representative of actual lung casts. Nevertheless, the
model has been and is being used by the vast majority of aerosol
researchers for ease-of-use and direct comparison of experimental
and theoretical results. Although most bronchial bifurcations are
somewhat asymmetric and some cases generation G5 or G6 is
out-of-plane@10,15,16#, studies have shown that steady inspira-
tory flow in an asymmetric bifurcation exhibits the main features
of the symmetric case@10,17–19#. The reasons for choosing gen-
erations G3-G6 are:~i! to simulate air flow structures and particle
trajectories in a most representative part of the upper bronchial
tree; ~ii ! to avoid turbulent flow which may occur in the larynx
plus G0-G2 under elevated breathing conditions; and~iii ! to re-
duce the effect of cartilaginous rings which are pronounced in the
larynx, trachea~G0!, and main bronchi~G1! @20#. The rings may

become less protruded and are insignificant starting from G3.
Hence, the present airway models assume that the tube wall is
smooth.

Steady inhalation is one key assumption for the present com-
putational study. The restriction to steady flow requires some ex-
planation in light of the fact that breathing patterns are pulsatile
by nature. Specifically, the quasi-steady flow assumption can be
justified with the Womersley number,a5r 0Av/q and the fre-
quency parameter«5v l /U. If a,1 and «,1, laminar airway
flow can be considered to be quasi-steady@21#. These conditions
are summarized in Table 2 for the present geometry and two Rey-
nolds numbers, considering several breathing patterns@22#. In-
deed, except for extreme conditions,a and« are consistently less
than one.

Fig. 1 Schematic of symmetric in-plane triple bifurcation geometry: „a… block structure and „b…
finite volume mesh
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Due to the complexity of generating a representative bifurcation
model, especially in the cardinal region, the CAD package Pro/
Engineer was used to generate a 3-D surface model. A structured
mesh was then generated based on the surface information. The
effects of variations in geometric characteristics, such as bifurca-
tion angle and wall curvature, are evaluated elsewhere@23#. The
appropriate transport equations are@24#:

~continuity!

¹•vW 50 (1)

~momentum!

~vW •¹!vW 52
1

r
¹p1¹•@n~¹vW 1~¹vW ! tr!# (2)

~particle trajectory!

mp

d2xW p

dt2
5

1

8
prdp

2CDp~vW 2vW p!uvW 2vW pu (3)

where

CDp5CD /Cslip (4a)

CD5H 24/Rep for 0.0,Rep<1.0

24/Rep
0.646 for 1.0,Rep<400

(4b)

and

Rep5ruvW 2vW pudp /m (4c)

A correlation for the Cunningham correction~i.e., slip! factor,
Cslip , in Eq. ~4a! can be found in Clift et al.@25#. The largest
influence of the slip coefficient was a two percent change in par-
ticle deposition efficiency at St50.24 @23#. With particle Rey-
nolds numbers Rep<O(1) and small Stokes numbers, St,0.25,
particle motion is basically a first-order correction to fluid-element
motion ~cf. Eq. ~3!!.

For the steady inhalation phase, a parabolic fluid velocity pro-
file, with an associated monodispersed spherical particle distribu-
tion, was specified at the inlet. Zhang and Kleinstreuer@26#
showed that these conditions are reasonable and most suitable for
direct comparison purposes. Nevertheless, the type of inlet veloc-
ity profile and particle release condition may have a significant
effect on the flow field and particle motion@26#, which is another
reason why we developed triple bifurcation models instead of the
previous single bifurcation models@4# and double bifurcation

models@9,10#. A triple bifurcation also allows studying the impact
of a skewed flow field induced by the airway geometry on fluid-
particle dynamics in the downstream second and even third
daughter tubes. In that context, the type of inlet velocity profile
should not change the general statements made in the present
study.

A uniform pressure boundary condition is used for the outlets,
which results in symmetric flow about the first carina~i.e., y50!.
In a complementary paper@27#, this condition has been modified
to measure the effects of various causes and levels of flow asym-
metry in double bifurcation models. The initial particle velocities
were set equal to that of the fluid and one-way coupling was
assumed between the air and particle flow fields because the maxi-
mum mass loading ratio~mass of particles/mass of fluid! is below
131024. The boundary conditions for the governing equations
include symmetry with respect to the mid-plane of the bifurcation
~i.e., z50!, and no fluid slip at the rigid impermeable walls. The
boundary conditions at the symmetric plane are:

u5v50 (5a)

and

]w/]z50 (5b)

2.2 Numerical Method. The numerical solution of the fluid
flow equations ~Eqs. ~1!,~2!! was carried out using a user-
enhanced commercial finite-volume based program CFX4.2@28#.
The numerical program uses a structured, multiblock, body-fitted
coordinate discretization scheme. In the present simulation using
the CFX program, the SIMPLEC algorithm@29# with under-
relaxation was employed to solve the flow equations. The relax-
ation factor for the velocity is 0.65. All variables, including ve-
locity components and pressure, are located at the centroids of the
control volumes. An improved Rhie-Chow interpolation method
was employed to obtain the velocity components and pressure on
the control volume faces from those at the control volume centers.
A Higher-Order Upwind~HUW! differencing scheme, which is
second-order accurate in space, was used to model the advective
terms of the transport equations. The sets of linearized and dis-
cretized equations for all variables were solved using an algebraic
multi-grid method@30#.

The particle transport equation~Eq. ~3!! was also solved using
the same commercial program in combination with user-specified
drag relations and detailed particle tracking. In CFX, the equa-
tions for particle trajectories are solved numerically using Gear’s

Table 1 Geometric parameters for triple bifurcation model „dimensions in centimeter …

Bifurcation First Second Third

Parent duct diameter D1 0.6 D2 0.5 D3 0.35
Daughter duct diameter D2 0.5 D3 0.35 D4 0.29

Length of ducts L1 2.4 L3 0.437 L4 0.928L2 0.836
Bifurcation radius of curvature Rb1 2.7D2 Rb2 4.7D3 Rb3 2.7D4
Carinal radius of curvature r c1 0.1D2 r c2 0.1D3 r c3 0.1D4
Bifurcation half angle u 30 deg

Table 2 Quasi-steady airflow conditions for different breathing patterns

Mean inspiratory Reynolds number Re5500 Re52000
Mean inspiratory flow rate~mouth! Q ~l/min! 17.8 71.0

Physical state SedentaryQ516.7 l/min Light activity Q547.7 l/min
Heavy activityQ5143 l/min

Sedentary: 14.0 a50.92,«50.02 a50.92,«50.01
Frequency
~breath min21)

Light activity: 15.5 a50.96,«50.02 a50.96,«50.01
Heavy activity: 24.5 a51.21,«50.04 a51.21,«50.01
Panting: 180 a53.30,«50.14 a53.30,«50.04
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BDF method@31#. After each iteration for each particle, the infor-
mation about position, time, and three components of the velocity,
as well as the speed with which the particles cross the control
volume boundaries, was obtained. The user-specified near-wall
particle tracking program was used to calculate the distances from
the center of particles to the wall and then determine if the par-
ticles deposit. Based on the symmetry assumptions and the para-
bolic inlet profile, the particles simulated in this analysis had a

parabolic distribution across 1/4 of the model inlet. A parabolic
distribution implies that the probability density function for the
inlet particle coordinate or the inlet particle concentration is in a
parabolic formation@26#. Such a type of inlet particle distribution
was verified to be suitable for experimental analyses and data
comparisons@26#. The effect of flow symmetry on particle motion
was also tested. No particles moved across the symmetric plane in
the test run due to the flow symmetry. In the current model the
number of particles, 1839, was determined by increasing the inlet
particle concentration until the deposition efficiency became inde-
pendent of the number of particles simulated. The deposition ef-
ficiency is defined as the ratio of the number of particles deposited
in a given region to the total number entering the region.

As previously stated, the mesh was generated based on the
surface information obtained from the CAD models of the experi-
mental glass tube bifurcation models. Utilizing the assumed sym-
metry condition about the first bifurcation plane, the flow field
simulation involved only the upper half of the bifurcation model
~i.e., z>0!. The inlet and outlet locations, and the mesh topology,
were determined by refining the mesh until grid independence of
the flow field solution was achieved. Grids consisting of 179026,
358052, 716104 cells were tested. Little variation in the param-
eters of interest, i.e., particle deposition efficiency and the general
velocity field, was observed between the two highest grid density
solutions~i.e., the maximum relative error was 4.2 percent!. The
final mesh size of the in-plane configuration we used was 358,052
cells. The computations were performed on a Sun Ultra 60 work-

Fig. 2 Comparison between computed data set and measured
h„St… correlation for: „a… first bifurcation and „b… second bifur-
cation of a symmetric planar bifurcation

Fig. 3 Coordinate systems and locations of various cross sec-
tions used for visualization of air flow and particle transport in
a triple bifurcation model

Fig. 4 Mid-plane axial flow patterns of the triple bifurcation
model: „a… ReÄ500 and „b… ReÄ2000
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station with 512 MB of RAM with two 300 MHz CPUs. The
steady-state solution of the flow field was assumed converged
when the dimensionless mass residual~Total Mass Residual!/
~Mass Flow Rate! ,1023. Typical run times for the fluid flow
simulations on a single processor were approximately 7.2 hours.
Utilizing the converged flow field solution, the particle trajectory
simulations required approximately 26 minutes for each Stokes
number considered.

2.3 Model Validation. For a Stokes number range of 0.02
<St<0.3, the measured percentage of particle deposition in a
single bifurcation@3,12,32# and double bifurcation@13# has been
compared with computer predictions@10,11,33#. The present
simulation results in the first two generations were also very close
to the deposition correlation of Kim et al.@34# as well as Kim and
Fisher@13# for a double bifurcation~cf. Fig. 2!. For a given Stokes
number, variations in fluid Reynolds number and particle diameter
produced only slightly different efficiencies. However, parametric
sensitivity analyses revealed that the particle inlet concentration
profile and wall curvature, especially around the carinal ridge, had
measurable effects on the deposition efficiency as discussed by
Comer@23#.

3 Results and Discussion
The schematic of Fig. 3 indicates the nine locations of cross-

sectional views for the axial and secondary velocity fields as well
as the six locations of slices to show cross-sectional particle dis-
tributions and directions of particle motion. After the air flow
fields at two representative Reynolds numbers, i.e., Re5500 and
2000, are displayed, the particle motions and local concentrations
are shown for combinations of two Reynolds numbers~i.e., Re
5500, 2000! and two Stokes numbers~i.e., St50.04, 0.12!. Here,
both Re and St are based on the inlet of the triple bifurcation
models. Local values will vary depending on the local flow con-
ditions.

3.1 Air Flow Structures. The velocity fields in the first and
second bifurcation~cf. Figs. 4~a,b! and slice 1-18 in Figs. 5 and
6! are quite the same as in a double bifurcation@35# at the respec-
tive Reynolds numbers, i.e., Re5500 and 2000. At large Reynolds
numbers~cf. Fig. 4~b!!, a recirculation zone may appear in the
first daughter tube and a highly skewed velocity profile ap-
proaches the second bifurcation. For any inlet Reynolds number,
the lower third bifurcation experiences a higher air flow rate, and

Fig. 5 Axial velocity contours and secondary velocity plots at different cross sections in the triple bifurcation
model for Re Ä500
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both the upper and lower third bifurcations encounter ‘‘more
regular’’ axial velocity profiles than the second bifurcations.

The velocity fields in cross sections 2-28 and 3-38 ~cf. Figs. 5,
6! show the development of flow in the upper daughter tube lead-
ing to the third bifurcation. The flow fields are still quite similar to
those in the exit tube of the double bifurcation model@35#. In
cross section 2-28, i.e., after the second junction, the maximum
velocity region has shifted back toward the center of the tube due
to the secondary motion at Re5500 ~cf. Fig. 5!. At Re52000, the
highest axial velocity rotates around the top of the tube, lifting off
from the symmetry plane~cf. Fig. 6!. For the low-Reynolds-
number case, in cross section 3-38, i.e., the beginning of the third
bifurcation curvature, the maximum velocity region is near the
center of the tube, while secondary rotation is very weak com-
pared to that in the second bifurcation~cf. Fig. 5!. The highest
axial velocity region for the high-Reynolds-number case has con-
tinued to rotate around until it is located at the inside of the tube
~cf. Fig. 6!. The situation in the daughter tube before thelower
third bifurcation is somewhat different. Due to the effects of the
skewed flow field upstream, a large portion of high speed fluid
enters the lower third bifurcation and the magnitude of the axial
velocity and secondary flow is stronger than that in the upper
branch ~cf. Figs. 5,6!. At the beginning of the lower second
daughter tube shown in cross section 4-48, the maximum velocity
also shifts back toward the center of the tube for the low-

Reynolds-number case~cf. Fig. 5!. For the high-Reynolds-number
case, the air has continued to rotate around the top of the daughter
tube toward the tube inside wall. Like the flow in the upper third
bifurcation, the highest velocity region is essentially in the center
of the tube for Re5500 and rotates around until it is located on
the inside of the tube for Re52000, as shown in velocity fields of
cross section 5-58 ~cf. Figs. 5,6!. The existence of the highest
axial velocity region being in the tube center in the low-Reynolds-
number case will cause a relatively high particle deposition on the
third carinal ridge due to inertial impaction~cf. @14#!.

Cross sections 6-68, 7-78, 8-88, and 9-98 are located in the
middle of the four exit tubes, i.e., the daughter tubes of the upper
and lower third bifurcations~cf. Figs. 5,6!. As expected, the sec-
ondary flow in the third daughter tube is very weak for both high
and low-Reynolds-number cases, although the mean axial vortic-
ity of the secondary flow for Re52000 is a little higher than that
for Re5500. The maximum axial velocity region shifts back to-
ward the inside of the daughter tube at low Reynolds numbers. In
the case of large Reynolds numbers, the highest axial velocity is
still near the inside of the tube, e.g., cross sections 6-68, 7-78 and
8-88, while in cross section 9-98, the highest axial velocity is
somewhat near the center of the tube. The flow asymmetry in the
two daughter tubes of the same third bifurcation is lower when
compared to that in the second bifurcation.

Finally, comparing the flow fields in the triple bifurcation

Fig. 6 Axial velocity contours and secondary velocity plots at different cross sections in the triple bifurcation
model for Re Ä2000
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model at the low Reynolds number (Re5500) with those at the
high Reynolds number (Re52000), we can see that the velocity
profiles in the first daughter tube~cf. Figs. 4–6! exhibit similar
features for these two Reynolds number cases. However, the flow
fields in the second and third daughter tubes are much different
when the Reynolds number increases from 500–2000. This indi-
cates that the air flow in the second daughter tube leading to the
third bifurcation is more sensitive to inlet Reynolds number varia-
tions than those in the first daughter tube.

3.2 Particle Transport. Because of the lack of upstream
effects of the third bifurcation~cf. Sect. 3.1!, cross-sectional par-
ticle distributions and motion indicators are only provided for lo-
cations P2-28, P4-48 and P6-68 to P9-98 ~cf. Figs. 7,8!. The
particles shown as black dots will deposit in the third bifurcation
area. Cross sections P2-28 and P4-48 are, correspondingly, just
downstream of the cross sections 2-28, 4-48 ~cf. Fig. 3!. Cross
sections P6-68 to P9-98 are located in the four exit tubes down-

Fig. 7 Particle distributions and flow directions in the triple bifurcation at different cross
sections: „a… ReÄ500, StÄ0.04 and „b… ReÄ2000, StÄ0.04. „Note: d indicates impacting par-
ticles and the arrow only indicates the direction of particle motion. …
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stream of cross sections 6-68 to 9-98, respectively. For different
inlet Reynolds and Stokes number combinations, such as Re
5500 and St50.04, Re5500 and St50.12, Re52000 and St
50.04, and Re52000 and St50.12, the particle positions and
motion indicators are shown in Figs. 7 and 8. It should be noted
that the arrow only indicates the direction of particle motion.

At cross section P2-28, the particle field indicates two distinct
vortical regions for the low Reynolds number~cf. Figs. 7a and
8a!. This may be due to the effect of secondary flow. Two distinct
vortexes are exhibited in cross section 2-28 ~cf. Fig. 5!. Although

these secondary flows are relatively weak, the smaller centrifugal
forces acting over a longer time period at low axial velocities have
similar effects as larger forces over a shorter time interval. In this
case, the particle concentration appears to be somewhat uniform
with a low concentration in the region immediately adjacent to the
inside wall. The reason is that the upstream carinal ridge initially
forced the flow away from the inside wall and toward the outside
wall. When compared with the low-Stokes-number case, such a
carinal effect on the particle distributions is more apparent for
higher Stokes numbers~e.g., St50.12!. In contrast to the high-

Fig. 8 Particle distributions and flow directions in the triple bifurcation at different cross
sections: „a… ReÄ500, StÄ0.12 and „b… ReÄ2000, StÄ0.12. „Note: d indicates impacting par-
ticles and the arrow only indicates the direction of particle motion. …
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Reynolds-number case, we can see that more particles in the cen-
ter of the tube will impact the carina for the low-Reynolds-number
case, because the maximum axial velocity zone is located at the
center~cf. Fig. 5!. For Re52000, centrifugal forces pull the par-
ticles away from the vortex center, generating a distinct particle-
free zone. As expected, the higher the Stokes number, the higher
the centrifugal force and the larger the void region. In addition,
Figs. 7 and 8 show a region of particle concentration along the
outside wall of the bifurcation, corresponding to the small second-
ary vortex in combination with a stronger ‘‘secondary separation’’
region at the outside of the tube~cf. Fig. 7!. Comparing Fig. 7
with Fig. 8, we can see the Stokes number effect. With an increase
in Stokes number, the centrifugal force increases and the particle
void regions and high concentration regions become larger. At the
same time, because of the higher inertia force with the increasing
Stokes number, more particles may impact at the carinal ridge.

For the low-Reynolds-number case at cross section P4-48 ~cf.
Figs. 7~a! and 8~a!!, we can see that the axial flow field is a good
indicator for the resulting particle concentrations. In the region
where two counter-rotating vortices meet, a higher local particle
concentration is generated due to the combined centrifugal force
effects. For the Re52000 case, a large void region in the tube
center is again present due to the strong vortex~cf. Figs 7~b! and
8~b!!. The highest particle concentration is generally along the
outside of the vortex. The Stokes number effect is almost the same
as in cross section P2-28. With an increase in Stokes number, for
the high-Reynolds-number case, the void region becomes larger.

At low Reynolds numbers, the higher concentration region be-
comes more pronounced and more particles will impact the carina.

In cross section P6-68, the axial flow field is still a good indi-
cator for the particle motion, and the particle concentration ap-
pears to be almost uniform at Re5500. However, for the high-
Reynolds-number case, a particle-free zone does not appear
because the secondary flow is rather weak. The particles can gen-
erally follow the axial flow, and a high local particle concentration
zone is generated in the region where two counter-rotating vorti-
ces meet. The higher the Stokes number, the higher the particle
concentration.

The particle fields for the low Reynolds number case in cross
section P7-78 indicate the existence of a distinct vortex region;
but from the flow field plots it can be observed that the secondary
flow effect is very weak. Unlike the situation at cross section
P6-68, the flow rate here does not provide an indicator of the
particle concentration. For Re52000, a particle-free zone appears
again in the secondary vortex region. It can be seen that for the
high-Stokes-number case, fewer particles will enter this particular
tube due to the upstream velocity distribution.

At cross section P8-88, which coincides with the 8-88 slice,
higher axial flow transports more particles into this daughter tube.
For Re5500, the particle can not follow the axial flow as well,
and a particle swirl region is generated near the tube center. For
the Re52000 case, two particle-void regions in the tube are

Fig. 9 Time evolution for a volumetric particle pulse in the triple bifurcation for St
Ä0.12 and ReÄ2000
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present. One is located near the tube center and the other near the
inside wall. This may be attributed to the two secondary vortices
indicated in slice 8-88 of Fig. 6.

The relationship between velocity and particle flow fields in
cross section P9-98 is essentially the same as that discussed for
the previous cross section P6-68 for the low-Reynolds-number
case. For Re52000, very few particles will enter this tube, and a
very large particle-free zone appears. The effect of Stokes number
on particle motion at this location is not very pronounced, al-
though more particles will deposit for the high-Stokes-number
case.

The preferential concentration of particles caused by the coher-
ent vortical structures was also demonstrated in experiment and
numerical studies for turbulent flow, as reviewed by Eaton and
Fessler@36#. The mechanisms which drive preferential particle
concentrations in both vortical turbulent flow and secondary vor-
tical flow of the present laminar case are the same, i.e., the cen-
trifuging of particles away from the vortex cores and accumula-
tion of particles in convergence zones. If the secondary vortical
flow is strong enough~e.g., in the high Reynolds number case,
Re52000!, the dense particles cannot follow the instantaneous
fluid flow streamlines and may be pulled away from the vortex
center due to the centrifugal force. The vortex cores would be the
regions of low particle concentrations or even distinct particle-free
zones.

In order to depict the Lagrangian time evolution of particle
transport and ultimately wall depositions, a volumetric particle
pulse~dp55 mm, np573,560! has been released att50, where
t[tU/D1 , in the parent tube~cf. Fig. 9~a!! for Re52000 and
St50.12, Convected by the parabolic air velocity profile, the par-
ticle cloud splits axisymmetrically at the first junction~Fig. 9~b!!,
and follows the skewed flow field into the second bifurcation~Fig.
9~c!!. At time level t53 ~Fig. 9~d!!, the lower third bifurcation
has been reached, and att55 ~Fig. 9~e!! the initial particle vol-
ume is distributed throughout the triple bifurcation airway with
slowly moving particles still in the parent tube near the wall. After
t550 ~this is equivalent to about 0.057 second! ~Fig. 9~f !!,
‘‘steady state’’ has been reached and the particle deposition pat-
terns for this particular case appear. It is of interest to note that the
initial particle distribution, e.g., finite particle volume in the par-
ent tube versus uniformly seeded particles throughout the system,
has no bearing on the final wall particle deposition patterns@33#.

4 Conclusions
Considering steady laminar inhalation of a dilute micron-size

aerosol suspension into a representative triple bifurcation lung air-
way model, air flow structures and particle transport have been
numerically investigated. The validated computer simulation re-
sults for various inlet Reynolds- and Stokes-number combinations
are of interest to researchers studying toxicologic effects of air
pollutants or therapeutic effects of drug aerosols.

The air flow and particle motion in the first and second bifur-
cations are essentially not affected by the third bifurcations. The
air flow and particle concentration fields in the second daughter
tube leading to the third bifurcation are more sensitive to the
variations of inlet Reynolds and Stokes numbers than those in the
first daughter tube. Specifically, the subtle and irregular changes
in particle distributions in the second daughter tubes due to com-
plex, vortical air flows and triggered by variations in inlet condi-
tions explain subsequent particle deposition patterns@14#.

Although the strength of the secondary flow in the second and
third daughter tubes become relatively weak compared with that
in the first daughter tube, the particle motions and preferential
concentrations are still directly related to the corresponding sec-
ondary vortical flows in these tubes. This is because the smaller
centrifugal forces acting over a longer time period at low axial
velocities have a similar effect as larger forces have over a shorter
time interval. At lower Reynolds numbers, the strength of second-
ary flow or vortical flow is low, so the particles can generally

follow the axial air flow in a Stokes number range of 0.02<St
<0.12. However, with an increase in Reynolds number, the stron-
ger secondary flow, or vortical flow, and the centrifugal force may
pull the particles away from the vortex, which generates a
particle-free zone with a higher particle concentration along its
periphery. With an increase in Stokes number, the particle-free
zone may become larger.

The axial and secondary flows as well as the resulting particle
motion in the four third daughter tubes are still quite different
from those in the upstream daughter tubes. This implies that par-
ticle depositions in a fourth generation should be somewhat dif-
ferent from those in the third generation.
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Nomenclature

CDP 5 particle drag coefficient, defined in Eq. 4~a!
D1 5 the diameter of the parent tube
D2 5 the diameter of the first daughter tube
D3 5 the diameter of the second daughter tube
D4 5 the diameter of the third daughter tube
dp 5 particle diameter

DE 5 particle deposition efficiency
l 5 tube length

mp 5 the mass of a single particle
np 5 the amount of particles
p 5 static pressure

r 0 5 tube radius
Re 5 Reynolds number,UD1 /q

Rep 5 particle Reynolds number, ReP5ruvW2vWpudp /m
St 5 Stokes numberPpdp

2U/(18mD1)
t 5 time

U 5 averaged inlet axial velocity
u, v, w 5 velocity component

vW 5 fluid velocity vector
vW p 5 particle velocity vector
xW p 5 particle displacement vector

x, y, z 5 coordinate axis
a 5 Womersley number,a5r 0Av/n
« 5 frequency parameter,«5v l /U
m 5 fluid dynamics viscosity
r 5 fluid density

rp 5 particle density
t 5 Lagrangian time,t5tU/D1
n 5 fluid kinematic viscosity
v 5 angular frequency

Special symbols

¹~ ! 5 gradient of~ !
¹•~ ! 5 divergence of~ !

() tr 5 transpose of~ !

Superscript

→ 5 vector

Subscript

p 5 particle
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Simulations of Cavitating Flows
Using Hybrid Unstructured
Meshes
A new multi-phase model for low speed gas/liquid mixtures is presented; it does not
require ad-hoc closure models for the variation of mixture density with pressure and
yields thermodynamically correct acoustic propagation for multi-phase mixtures. The
solution procedure has an interface-capturing scheme that incorporates an additional
scalar transport equation for the gas void fraction. Cavitation is modeled via a finite rate
source term that initiates phase change when liquid pressure drops below its saturation
value. The numerical procedure has been implemented within a multi-element unstruc-
tured framework CRUNCH that permits the grid to be locally refined in the interface
region. The solution technique incorporates a parallel, domain decomposition strategy for
efficient 3D computations. Detailed results are presented for sheet cavitation over a
cylindrical head form and a NACA 66 hydrofoil.@DOI: 10.1115/1.1362671#

Introduction
Numerical simulations of cavitating flows are very challenging

since localized, large variations of density are present at the gas/
liquid interface while the remainder of the flow is generally in-
compressible. Furthermore, the cavitation zone can detach due to
the influence of a re-entrant jet and convect downstream. This
detachment/collapse of the cavity in the pressure recovery region
can lead to strong acoustic disturbances. These disturbances can
manifest themselves as high frequency noise that has the potential
to considerably alter the acoustic signal/signature and degrade
performance. In general, current cavitation models, which have
originated from incompressible formulations, deal with these is-
sues by defining ad-hoc closure models relating density and pres-
sure which are not very general. In our paper, we describe a com-
pressible, cavitation formulation which yields the correct
acoustical and thermodynamic behavior for multi-phase systems.
The importance of being thermodynamically consistent is that the
same cavitation model can be used for simulations from marine
propellers to cryogenic pumps. In particular, the system does not
require user defined closure models for capturing the gas/liquid
interface and is designed to perform efficiently in the nearly in-
compressible liquid regime. We give a brief review of the litera-
ture below and highlight the differences with our formulation.

Cavitation models in the literature may broadly be classified
into two categories; interface fitting and interface capturing pro-
cedures. Interface fitting procedures explicitly track and fit a dis-
tinct gas/liquid interface which is an internal boundary. While this
procedure gets around the numerical difficulties of integrating
through the interface, its applications are limited to simpler prob-
lems where the cavity can be described as a well-defined closed
volume of pure gas. Interface capturing schemes, where the gas/
liquid interface is obtained as part of the solution procedure, are
more general in their applications and may be applied to both
sheet cavitation as well as bubbly cavitation. Here, the thermody-
namic issues of integrating through gas/liquid mixtures with den-
sity and acoustic speed variations have to be dealt with in order to
provide closure to the equation system.

Closure models reported in the literature are generally tailored
for specific problem classes and do not address the multi-phase
physics in a fundamental fashion. For instance, bubbly cavitation

has been tackled by providing pseudo-density relations derived
from various modified forms of the Rayleigh-Plesset equation
~Kubota et al.@1# and Chen and Heister@2#!. Here, no additional
equation for the convection of gas species is specified and the
formulations make assumptions about the bubble number density
in the fluid. On the other hand, for sheet cavitation an ad-hoc
pseudo-density relationship based on the local pressure is pro-
vided to close the system~Delaunay and Kueny@3# and Janssens
et al. @4#! which can be quite restrictive since it is decoupled
completely from the local phase composition.

More generalized cavitation formulations have been presented
in recent papers by Merkle et al.@5# and Kunz et al.@6#. Here, an
additional equation for the gas void fraction is solved for and the
local mixture density is obtained from the local phase composi-
tion. The equations are cast in a compressible-like time marching
format with preconditioning to overcome numerical stiffness
problems. However, in both cases, the authors implicitly specified
a pressure-density relation which leads to an erroneous acoustic
speed in the mixture, particularly in the interface region. The non-
physical acoustic speeds are clearly not appropriate for unsteady
simulations. However, even for steady calculations, this may pose
numerical difficulties at the gas/liquid interface since the physical
acoustic speed behaves in a nonlinear fashion~as we shall discuss
later! and has a very small magnitude; the local Mach number
at the interface can be large leading to very different numerical
characteristics.

The formulation presented in this paper is an acoustically accu-
rate form of the compressible multi-phase equations~Ahuja et al.
@7#! and is an extension of our earlier work in high pressure gas/
liquid systems~Hosangadi et al.@8#!. The numerical algorithm
follows a similar time-marching philosophy~as that in Merkle
et al. @5# and Kunz et al.@6#!. However, here the local speed of
sound in the two-phase mixture is a function of the local void
fraction and mimics the two-phase acoustic speed relationship
from classical analytic theory. We note that the system presented
here is closed and does not require additional equations to resolve
the gas/liquid interface. The model is general and may be applied
to both sheet and bubbly cavitation by providing appropriate
source terms for gas generation/reabsorption in cavitating regions.

The numerical formulation has been implemented on a hybrid
unstructured framework which permits tetrahedral/prismatic cells.
An unstructured framework is particularly suitable for geometri-
cally complex systems like marine propellers where the blades are
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skewed strongly. In addition, the ability for local grid refinement
in a complex flow field provided a strong motivation for using
unstructured grids here. For instance, in cavitation simulations,
the region near the gas/liquid interface exhibits strong gradients in
flow properties and requires high local grid resolution which can
be achieved most economically with a grid adaption procedure.
For efficient computations of large 3D problems, a parallel frame-
work for distributed memory systems has been implemented. De-
tails of the numerical formulation are provided in the following
section followed by details of the unstructured framework. In the
Results section, we discuss details of our simulation for a cylin-
drical headform and a NACA 66 hydrofoil. The details of the
flowfield in the closing region of the cavity and the turbulence
characteristics of the wake are examined in depth. Surface pres-
sure comparisons with experimental data are shown for a range of
cavitation numbers to validate the numerics.

Multi-Phase Equation System
The multiphase equation system is written in vector form as:

]Q

]t
1

]E

]x
1

]F

]y
1

]G

]z
5S1Dv (1)

HereQ is the vector of dependent variables,E, F, andG are the
flux vectors,S the source terms andDv represents the viscous
fluxes. The viscous fluxes are given by the standard full compress-
ible form of Navier Stokes equations~see Hosangadi et al.@9# for
details!. The vectorsQ, E, andS are given below with a detailed
discussion on the details of the cavitation source terms to follow
later:

Q5S rm

rmu
rmv
rmw
rgfg

rmk
rm«

D E5S rmu
rmu21P

rmuv
rmuw
rgfgu
rmku
rm«u

D S5S 0
0
0
0
Sg

Sk

S«

D (2)

Here,rm is the mixture density, andfg is the volume fraction or
porosity for the gas phase. Note that in Eq.~2! the energy equation
is dropped since each phase is assumed to be nearly incompress-
ible thereby decoupling the pressure work term. An additional
scalar equation for mixture enthalpy may be solved coupled to this
equation set if the temperature effects become important. The
mixture density and gas porosity are related by the following re-
lations locally in a given cell volume:

rm5rgfg1rLfL (3)

15fg1fL (4)

where rg ,rL are the physical material densities of the gas and
liquid phase respectively.

To modify the system in Eq.~1! to a well-conditioned form in
the incompressible regime requires a two-step process; an acous-
tically accurate two-phase form of Eq.~1! is first derived, fol-
lowed by a second step of time-scaling or preconditioning to ob-
tain a well-conditioned system. We begin by defining the acoustic
form of density differential for the individual gas and liquid phase
as follows:

drg5
1

cg
2 dP, dr l5

1

cL
2 dP (5)

Here cg is the isothermal speed of sound (]P/]rg)T in the pure
gas phase, andcL is the corresponding isothermal speed of sound
in the liquid phase, which is a finite-value. The differential form
of the mixture densityrm is obtained by differentiating Eq.~3!,
and using the relationship given in Eq.~5! to obtain,

drm5~rg2rL!dfg1
1

cf
2 dP

S 1

cf
2 5

fg

cg
2 1

fL

cL
2 D (6)

Here, cf is a variable defined for convenience and is not the
acoustic speed,cm , in the mixture which will be defined later.
Using Eq.~6!, Eq. ~1! may be rewritten as:

G
]Qv

]t
1

]E

]x
1

]F

]y
1

]G

]z
5S1Dv (7)

where

G5

¨

1

cf
2 0 0 0 ~rg2rL! 0 0

u

cf
2 rm 0 0 ~rg2rL!u 0 0

v

cf
2 0 rm 0 ~rg2rL!v 0 0

w

cf
2 0 0 rm ~rg2rL!w 0 0

fg

cg
2 0 0 0 rg 0 0

k

cf
2 0 0 0 ~rg2rL!k rm 0

«

cf
2 0 0 0 ~rg2rL!« 0 rm

©
(8)

and,

Qv5@p,u,v,w,fg ,k,«#T (9)

The numerical characteristics of the Eq.~7! are studied by ob-
taining the eigenvalues of the matrix,@G21(]E/]Qv)#. The flux
Jacobian]E/]Qv is given as:
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A5

¨

u

cf
2 rm 0 0 ~rg2r l !u 0 0

u2

cf
2 11 rm2u 0 0 ~rg2r l !u

2 0 0

vu

cf
2 rmv rmu 0 ~rg2r l !vu 0 0

wu

cf
2 rmw 0 rmu ~rg2r l !wu 0 0

fgu

cf
2 rgfg 0 0 rgu 0 0

ku

cf
2 rmk 0 0 ~rg2rL!ku rmu 0

«u

cf
2 rm« 0 0 ~rg2rL!«u 0 rmu

©
(10)

The eigenvalues of the system are derived to be:

L5~u1cm ,u2cm ,u,u,u,u,u! (11)

wherecm turns out to be the well-known, harmonic expression for
the speed of sound in a two-phase mixture and is given as:

1

cm
2 5rmb fg

rgcg
2 1

fL

rLcL
2c (12)

The behavior of the two-phase speed of sound is plotted in Fig. 1
as a function of the gas porosity; at either limit the pure single-
phase acoustic speed is recovered. However, away from the
single-phase limits, the acoustic speed rapidly drops below either
limit value and remains at the low-level in most of the mixture
regime. As a consequence, the local Mach number in the interface
region can be large even in low speed flows.

We re-emphasize a critical observation at this point: the equa-
tion system~7!–~9! is completely defined and does not require
ad-hoc closure models for the variation of mixture density with
pressure. In that respect alone this represents a significant ad-
vancement over most other cavitation models in the literature. The
acoustic speeds for individual phases are well-defined physical
quantities, which may be specified, and so is the case with physi-
cal material densities (rg ,rL) for each individual phase. For low
pressure incompressible regimes, the material densities may be
assumed to be constant without significant error in the solutions.

However, in its most general form the material densities for each
phase may be obtained from the pressure using their respective
physical equations of state~e.g., ideal gas law for gases, etc.! if
that is so desired. If temperature variations were significant, this
would involve solving an additional equation for the mixture en-
ergy ~this formulation is to be presented in a future paper!.

To obtain an efficient time-marching numerical scheme, pre-
conditioning is now applied to the system in Eq.~7!, in order to
rescale the eigenvalues of the system so that the acoustic speeds
are of the same order of magnitude as the local convective veloci-
ties. This is achieved by replacingG in Eq. ~7! by Gp .

Gp

]Qv

]t
1

]E

]x
1

]F

]y
1

]G

]z
5S1Dv (13)

where

Gp5

l

b

cf
2 0 0 0 ~rg2rL! 0 0

bu

cf
2 rm 0 0 ~rg2rL!u 0 0

bv

cf
2 0 rm 0 ~rg2rL!v 0 0

bw

cf
2 0 0 rm ~rg2rL!w 0 0

bfg

cg
2 0 0 0 rg 0 0

bk

cf
2 0 0 0 ~rg2rL!k rm 0

b«

cf
2 0 0 0 ~rg2rL!« 0 rm

m

Here the parameterb has been introduced to precondition the
eigenvalues. The modified eigenvalues of the preconditioned sys-
tem are given as:Fig. 1 Speed-of-sound in a two-phase gas-liquid mixture
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LP5S u

2 S 11
1

b D1cm8 ,
u

2 S 11
1

b D2cm8 ,u,u,u,u,uD (14)

where

cm8 5
1

2
Au2S 12

1

b D 2

14
cm

2

b
(15)

Equation ~15! indicates that by settingb5(cm
2 /up

2) where up
5max(u,0.01cm) the pseudo-acoustic speed is of the order ofu at
all mixture composition values. We note that, a rigorous definition
of the physical two-phase acoustic speedcm ~as has been done
here! is critical to obtaining noise-free propagation of pressure
waves across interfaces where the density and acoustic speed are
varying rapidly.

Cavitation Source Terms
In the present effort, the cavitation source term is simplified via

a simplified nonequilibrium, finite rate form as follows:

Sg5K frLfL1Kbrgfg (16)

where the constantK f is the rate constant for vapor being gener-
ated from liquid in a region where the local pressure is less than
the vapor pressure. Conversely,Kb is the rate constant for recon-
version of vapor back to liquid in regions where the pressure
exceeds the vapor pressure. Here, the rate constants are specified
using the form~given by Merkle et al.@5#! as follows:

Kb5 b 0 p,pv

1

tb
S Q`

L`
D F p2pv

1

2
r`Q`

2 G p.pvc
(17)

K f5F 0 p.pv

1

t f
S Q`

L`
D F p2pv

1

2
r`Q`

2 G p,pvG
pv5p`2

1

2
r`Q`

2 * Cav. No.

t f5time constant for vapor formation

tb5time constant for liquid reconversion

Cav. No.5
p`2pv

1
2r`Q`

2

We note that the nonequilibrium time scales have not been
correlated with experimental data. For steady attached cavitation
this simplified form may be adequate since the cavitation time
scales do not interact with the fluid time scales if the cavitation
rate constants are fast enough. This point has been demonstrated
by repeating a calculation for a given cavitation number at three
different rates~see Results section!. For unsteady cavitation, how-
ever, the details of how the nonequilibrium source term is speci-
fied could be crucial since it may couple with transient pressure
waves. The development of a more rigorous nonequilibrium
source term model is a topic of ongoing research.

Turbulence Models
The standard high Reynolds number form of thek-« equations

form the basis for all turbulence modeling in CRUNCH. Transport
equations for the turbulent kinetic energy and its dissipation rate
are solved along with the basic momentum and energy equations.
These equations, with supplemental low Re terms, are as follows,

]rk

]t
1

]

]xi
S ruik2S m1

mT

sk
D ]k

]xi
D5Pk2r«1Sk

]r«

]t
1

]

]xi
S rui«2S m1

mT

s«
D ]«

]xi
D5c1f 1Pk2C2f 2r«1S«

(18)

Pk5t i j

]ui

]xj
, t i j 52

2

3
rk12mT* S Si j 2

1

3

]uk

]xk
d i j D ,

mT5Cm f mr
k2

«

where,sk , s« , C1 , andC2 are the modeling constants, andf 1 ,
f 2 , f m are empirical modeling functions to account for low Rey-
nolds number~near wall!. ~They equal unity in the high Reynolds
number form.!

Low Reynolds number effects in the near wall are accounted
for by using an extension of the near wall model of So et al.@10#.
This model has been shown to reproduce the near wall asymptotic
relations for the Reynolds stress and kinetic energy accurately. In
this model, the damping functions,f 1 , f 2 , f m , are defined as
follows,

f 151.02expb2S Ret

40 D 2c
f 2512

2

9
expF2S Ret

6 D 2G
S«5

1

4
c3mLF S ]k1/2

]x D 2

1S ]k1/2

]y D 2

1S ]k1/2

]z D 2G (19)

where

Ret5
rk2

mL«

f m5~114 Ret
23/4!tanhS Rek

125D
where

Rek5
rAky

m

The constants for this model are given as follows.

cm50.09, sk51.4, s«51.4,
(20)

c151.44, c251.92, c352.9556

This model has been tested for a number of standard turbulence
test cases to verify that it gives correct boundary layer growth and
reattachment length for recirculating flows. For cavitating flows,
where large density gradients are present due to multi-fluid com-
position, the rigorous validation of the turbulence model will re-
quire further study; however, this is beyond the scope of the
present paper.

Unstructured Crunch Code Overview
The multi-phase formulation derived in the previous section has

been implemented within a three-dimensional unstructured code
CRUNCH; a brief overview of the numerics is given here and we
refer the reader to Hosangadi et al.,@9,11# and Barth@12,13# for
additional details. The CRUNCH code has a hybrid, multi-
element unstructured framework which allows for a combination
of tetrahedral, prismatic, and hexahedral cells. The grid connec-
tivity is stored as an edge-based, cell-vertex data structure where a
dual volume is obtained for each vertex by defining surfaces,
which cut across edges coming to a node. An edge-based frame-
work is attractive in dealing with multi-elements since dual sur-
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face areas for each edge can include contributions from different
element types making the inviscid flux calculation ‘‘grid transpar-
ent.’’

The integral form of the conservation equations are written for
a dual control-volume around each node as follows:

Gp

DQvV

Dt
1E

]V i

F~Qv ,n!ds5E
V i

SdV1E
]V i

D~Qv ,n!ds

(21)

The inviscid flux procedure involves looping over the edge list
and computing the flux at the dual face area bisecting each edge.
A Riemann problem is solved for using higher order reconstructed
values of primitive variables at the dual face. Presently, a second-
order linear reconstruction procedure~following Barth @13#! is
employed to obtain a higher-order scheme. For flows with strong
gradients, the reconstructed higher variables need to be limited to
obtain a stable TVD scheme. We note that the inviscid flux as
outlined above is grid-transparent since no details of the element
type are required in the flux calculation.

The Riemann problem at the dual face is computed with a Roe-
averaged, flux-differenced solver which defines the flux,Fm , as:

Fm5
1

2 b F~Qm
2 ,nW oi!1F~Qm

1 ,nW oi!1

DF2~QRoe
m ,nW oi!1DF1~QRoe

m ,nW oi!
c (22)

wherenW oi is the vector area of the dual face crossing edgeeWoi ,
and the subscript ‘‘Roe’’ denotes Roe-averaged variables. The
flux differencesDF2 andDF1 are given as

DF1~QRoe
m ,nW oi!5

1
2~RRoe

m ~L1uLu!RoeLRoe
m !~Qm

12Qm
2!

(23)

DF2~QRoe
m ,nW oi!5

1
2~RRoe

m ~L2uLu!RoeLRoe
m !~Qm

12Qm
2!

(24)

Here, R and L are, respectively, the right and left eigenvector
matrices, whileL is the diagonal eigenvalue matrix. The Roe av-
eraged velocities and scalars are defined as

yRoe5
y1Ar11y2Ar2

Ar11Ar2
, $yP~u,v,w,k,«!% (25)

while, the volume fraction,fg , is defined by doing a simple
arithmetic average:

fg,Roe5
1
2~fg

11fg
2! (26)

This average value of thefg is used to define the speed of sound
of the mixture at the dual face.

For efficient computation of large 3D problems a parallel
framework for distributed memory systems has been imple-
mented, along with a time-marching implicit solution procedure.
The sparse implicit matrix is derived by doing a Euler explicit
linearization of the first-order flux, and a variety of iterative sparse
matrix solvers, e.g., GMRES, Gauss-Seidel procedure, are avail-
able in the code~see Hosangadi et al.@9# for details!. The parallel
framework is implemented by partitioning the grid into sub-
domains with each subdomain residing on an independent proces-
sor. The message passing between processors has been imple-
mented using MPI to provide portability across platforms.

Results and Discussion
The multi-phase system described in the previous sections has

been applied extensively to both cavitating and non-cavitating
problems. Since the single-phase incompressible formulation is a
subset of the more general multi-phase system, the code was first
validated for standard incompressible test cases in the literature
~see Ahuja et al.@7#, for results!. In the present section, we will
focus on the following sheet-cavitation problems which have been
studied extensively in the literature: 1! cylindrical headform; and
2! the NACA 66 hydrofoil.

All the simulations presented here have been computed as
steady-state calculations, using the two-equation (k-e) turbulence
model with near-wall damping described earlier. The liquid to gas
density ratio was specified to be 100. The baseline forward and
backward cavitation rate termst f , tb , are specified to be 0.001 s
unless otherwise specified. Furthermore, the calculations were
performed on parallel distributed memory platforms using 8 pro-
cessors. We note that although the flowfields simulated here are
essentially two-dimensional in character, the CRUNCH code is
three-dimensional; the simulations performed here were three-
dimensional with minimal resolution in thez coordinate. Hence,
we do not anticipate any serious issues in computing a truly three-
dimensional flowfield apart from the increased numerical cost.

Cylindrical Headform Simulations. Simulations of the
Rouse and McNown@14# experiments for water flowing over a
hemisphere/cylinder geometry are presented. The Reynolds num-
ber per inch for this configuration is 1.363105. A hexahedral grid
with dimensions of 2213113 was used for all the cavitation num-
bers reported. The grid was clustered both radially near the sur-
face as well as axially at the bend where sphere meets with the
cylinder. Simulations for three cavitation numbers of 0.4, 0.3, and
0.2 are presented. The grid is best suited for the highest cavitation
number of 0.4 since the cavity zone is completely contained
within the zone of high clustering. Hence the results for the 0.4
case will be analyzed in-depth to study the flow features in the
cavity closure region, as well as other sensitivity studies such as
the effect of the rate constant.

The cavitation zone for a cavitation number of 0.4 is shown in
Fig. 2 for the baseline source term rates given earlier. We note
that the gas/liquid interface is sharp and captured within a couple
of cells is most of the flow except at the tip on the top corner of
the back end where a marginal ‘‘pulling’’ or extension of the
cavitation zone is observed. This is attributed to the strong shear
at this location as the flow turns around the cavitation zone to
enclose it. The details of the recirculation zone in the cavitation
closure region are illustrated in Fig. 3 by plotting the streamlines
of the flow. A sharp recirculation zone originating from the tip of
the cavitation zone is observed where a re-entrant jet is observed
to transport fluid back into the cavity. As we shall see from the
surface pressure distribution, the re-entrant jet generates a local
pressure peak at the rear of the cavity thereby keeping this cavity
shape stable.

Fig. 2 Resolution of the cavitation zone interface on the nu-
merical grid
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The turbulent viscosity levels~nondimensionalized by the lami-
nar viscosity! generated in the flowfield are shown in Figs. 4~a!
and 4~b!. In Fig. 4~a! we plot the overall global characteristics of
the turbulent wake while Fig. 4~b! gives a close-up view of the
cavitation zone itself. From Fig. 4~a! we observe the incoming
boundary layer lifting off as the flow turns and jumps over the
cavitation zone. The cavitation zone itself is observed to be very
‘‘quiet’’ with turbulence present mainly in the interface region
and the shear layer above it. The plot depicts increasing turbu-
lence intensity levels near the cavity closure/re-entrant jet region,
and a fully turbulent wake ensues. We note that since the calcu-
lation was performed with a steady RANS turbulence model, the
wake simulated corresponds to the time-averaged solution which

reproduces the mean mixing rate. If the calculation were per-
formed with an unsteady LES model, an unsteady wake would
result with vortices being shed off the cavity tip.

The characteristics of the flowfield at cavitation numbers 0f 0.4,
0.3, and 0.2 are compared in Fig. 5 by plotting both the cavitation
zone as well as the surface pressure distribution. Overall the sur-
face pressure profiles compare very well with experimental data.
In particular, the cavity closure region appears to be captured
well; the location, the pressure gradient, and the over-
pressurization magnitude in the wake are very close to the data for
the two higher cavitation numbers of 0.4 and 0.3. For the 0.2 case,
the cavity zone is very large and extends into the region where the
grid is not as finely clustered, and we attribute the slight under

Fig. 3 Flow streamlines depicting recirculation zone Õre-entrant jet in the cavity closure region

Fig. 4 Turbulent viscosities „m t ÕmL… contours in the headform cavity flowfield
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prediction of the cavity length to grid quality. The coarser grid in
the interface region is also reflected in the broader interface zone.
It should be noted that all three cases were computed with the
baseline source term rates.

To evaluate the impact of the source term ratest f andtb , we
computed the 0.4 cavitation case using the following three differ-
ent rates: 1! the baseline rate~t f50.001 s, tb50.001 s!; 2! a
faster rate (baseline310); and, 3! a slower rate (baseline30.1).
The surface pressure comparisons are shown in Fig. 6 for the three
different rates. The results for the baseline rate and the faster rate
are very close; however, as expected, the faster rate gives slightly
better results in the wake with the cavity closure being sharper.
The slower rate (baseline30.1) gives a more diffused cavity par-
ticularly in the rear with the time scale for the nonequilibrium
source term coupling with the convective time scale. As the cavity

closure region gets more diffuse, the strength of the re-entrant jet
weakens, and consequently, the pressure does not exhibit the pat-
tern of over-pressurization and relaxation which is observed in the
data as well as the other two faster rate cases. We note that the
baseline rates have been used to compute all the results reported
here including the hydrofoil case. At least for steady-state prob-
lems, the nonequilibrium source terms perform adequately and the
precise value of the rate appears to be problem/grid independent
as long as the time scale is sufficiently fast enough~as defined by
our baseline rate! in comparison to the characteristic convective
time scales.

NACA 66 Hydrofoil Simulations. In this section, we present
results for sheet cavitation on a NACA 66 hydrofoil~Shen and
Dimotakis @15#!. The freestream flow is at a 4 degree angle-of-

Fig. 5 Cavitation zone and surface pressure profiles at various cavitation numbers for hemisphere Õcylinder headform

Journal of Fluids Engineering JUNE 2001, Vol. 123 Õ 337

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



attack, with a Reynolds number of 23106 based on chord length.
The hybrid grid used for the calculations is shown in Fig. 7; it has
a combination of approximately 200,000 tetrahedral and prismatic
cells with clustering around the surface of the hydrofoil. Calcula-
tions for two different cavitation numbers of 0.84 and 0.91 are
discussed in the following paragraphs. Note that the calculations
shown here were computed with a wall function procedure.

The pressure contours for the flowfield at a cavitation number
of 0.84 are plotted in Fig. 8. We observe that the pressure con-
tours cluster around the cavitation boundary where the density
gradient is very large and the flow turns around the cavitation
bubble. The gas void fraction contours at the two cavitation num-

bers are shown in Fig. 9. At the lower cavitation number of 0.84,
the cavity extends up to 50 percent of chord. As the cavitation
number increases the gas bubble region decreases in length and
comes closer to the surface; the void fraction contours at a cavi-
tation number of 0.91~Fig. 9~b!!, indicate that the bubble extends
to only 30 percent of chord. The thin confinement region of the
gas bubble highlights the potential for using local grid adaption
within our unstructured framework.

The surface pressure profiles at the two cavitation numbers are
plotted in Figs. 10~a! and 10~b! for comparison the experimental

Fig. 6 Sensitivity of cavitation solution to the cavitation
source term rate

Fig. 7 The prismatic Õtetrahedral grid used to capture cavita-
tion on the NACA 66 modified hydrofoil

Fig. 8 A representative pressure distribution on the NACA 66
hydrofoil at 4 degrees angle of attack and cavitation number of
0.84

Fig. 9 Cavitation bubbles indicated by void fraction contours
on the NACA 66 modified hydrofoil at cavitation numbers of „a…
0.91 and „b… 0.84
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data points as well as results from the numerical study by Singal
et al. @16# are also shown. We note that the simulation by Singal
et al. @16# was computed on a structured hexahedral grid using a
user specified equation of state, and had a pdf based model for
cavitation. We make the following observations; 1! Both the nu-
merical simulations are very similar to each other despite the dif-
ferences in the numerics and the formulation. The good compari-
son between the two numerical results is an important validation
of the more fundamental formulation presented here which did not
require a user specified closure model for the equation of state; 2!
While the comparisons with the experimental data are reasonably
good, the numerical results underpredict the length of the cavity
and overpredict the aft recovery pressure. A preliminary investi-
gation indicates that this may be related to a combination of local
grid resolution in the interface region, as well as the details of the
near wall turbulence model. However, for the purposes of illus-
trating the applicability of the new formulation the current results
were deemed to be acceptable.

Conclusions

A multi-phase model for low speed gas-liquid mixtures has
been developed by reducing the compressible system of equations
to an acoustically accurate form that performs efficiently in the
incompressible regime. In particular, the equation system does not
require ad-hoc density-pressure relations to close the system and
yields the correct acoustic speed as a function of local mixture
composition. For efficient steady-state solutions, the physical mix-
ture acoustic speed is preconditioned to obtain good convergence.
The solution procedure has been implemented within a hybrid,
multi-element unstructured framework which operates in a paral-
lel, domain-decomposed environment for distributed memory sys-
tems.

Detailed results are presented for steady-state sheet cavitation
in an hemisphere/cylinder geometry as well as a NACA 66 hy-
drofoil at various cavitation numbers. Good comparison is ob-
tained with experimental data, and in particular the details of the
cavity closure, and the re-entrant jet are captured well in the simu-
lation. Examination of the turbulence characteristics indicates that
turbulent kinetic energy associated with the upstream boundary
layer jumps over the cavity, and the interior of the cavity itself is
nearly laminar. However, the recirculation zone in the re-entrant
jet region generates a fully turbulent wake which stabilizes the
cavity zone and generates a pressure pattern of over-pressurization
and gradual relaxation in the wake. Sensitivity of the cavitation
zone to the finite rate source terms was examined. The solution
was found to be relatively insensitive to the source term rate as
long as the rate was high enough. As the source term rate dropped
by an order of magnitude, coupling between the convective time
scale and the source term was observed leading to a more diffuse
cavity in the closure region and poorer pressure predictions.
Clearly, for unsteady detached cavitation problems, the modeling
of the source term needs to be examined carefully and this is an
area of ongoing work.
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Mixing Models for Large-Eddy
Simulation of Nonpremixed
Turbulent Combustion
The application of mixture fraction based models to large-eddy simulations (LES) of
nonpremixed turbulent combustion requires information about mixing at length scales not
resolved on the LES grid. For instance, the large-eddy laminar flamelet model (LELFM)
takes the subgrid-scale variance and the filtered dissipation rate of the mixture fraction as
inputs. Since chemical reaction rates in nonpremixed turbulence are largely governed by
the mixing rate, accurate mixing models are required if mixture fraction methods are to
be successfully used to predict species concentrations in large-eddy simulations. In this
paper, several models for the SGS scalar variance and the filtered scalar dissipation rate
are systematically evaluated a priori using benchmark data from a DNS in homogeneous,
isotropic, isothermal turbulence. The mixing models are also evaluated a posteriori by
applying them to actual LES data of the same flow. Predictions from the models that
depend on an assumed form for the scalar energy spectrum are very good for the flow
considered, and are better than those from models that rely on other assumptions.
@DOI: 10.1115/1.1366679#

1 Introduction
In large-eddy simulations of nonreacting flows, the models for

the unresolved terms in the momentum and conserved scalar
equations rely on the fact that most of the kinetic and scalar en-
ergy resides in the largest scales. It is sometimes reasoned that a
subgrid model need only extract the correct amount of energy
from the large scales to be adequate for many applications. The
same argument cannot be applied to the modeling of reacting
scalars because, for moderate to high reaction rates, the scale of
the entire flame lies below the grid scale. Hence, the chemistry
model must be capable of approximating the physical interaction
between the species within each LES grid cell. One strategy for
accounting for subgrid-scale~SGS! mixing is to employ an as-
sumed form for the probability density function~PDF! of a con-
served scalar within a grid volume@1#. Gao and O’Brien@2# refer
to this type of PDF as a large-eddy probability density function
~LEPDF! while Colucci et al.@3# refer to it as the filtered density
function. Bilger@4# and Lentini@5# found that errors in assumed
PDFs are greatly reduced upon integration, a common operation
which is required in order to obtain, e.g., average concentrations.
Frankel et al.@6# and Cook and Riley@7# demonstrated the as-
sumed LEPDF approach to be both practical and accurate for LES
with equilibrium chemistry.

To treat nonequilibrium chemistry, information in addition to
the amount of SGS mixing is required. One approach is to employ
a joint PDF for the SGS species mass fractions@6#. Specification
of the joint LEPDF requires modeling of the subgrid-scale species
covariance, a quantity that is very difficult to obtain accurately.
An alternative method of accounting for non-equilibrium chemis-
try is to invoke the quasi-steady version of the flamelet approxi-
mation of Peters@8#, Cook, Riley, Kosa´ly, and de Bruyn Kops
@9–12# have used flamelet theory, in conjunction with an assumed
LEPDF, to derive a model for predicting the filtered species con-
centrations in LESs. The model, termed the large-eddy laminar
flamelet model~LELFM!, requires information about the amount
and the rate of SGS mixing in the form of the subgrid-scale scalar

variance and the filtered scalar dissipation rate. Those four papers
show LELFM to be promising, but do not adequately address the
problem of modeling the SGS mixing.

The purpose of this paper is to systematically evaluate several
SGS mixing models required for mixture fraction based LES
models. The models are testeda priori anda posterioriusing data
from high resolution direct numerical simulations and lower reso-
lution large-eddy simulations of the classic experiment in decay-
ing, homogeneous, isotropic, isothermal turbulence of Comte-
Bellot and Corrsin@13#. Although the theory behind the mixing
models is more general, this canonical flow is studied in order to
identify the characteristics of the models, to eliminate questions
about the accuracy of the simulation, and thus the mixing process,
and because a mixing model should presumably be accurate for
the simpler case if it is to be reliably accurate for more complex
flows.

2 LES Models
Large-eddy simulation involves the numerical solution of the

equations for momentum and scalar transport to which a filter of
characteristic widthD has been applied to remove length scales
too small to be resolved on the numerical grid. The filtering op-
eration, denoted by an overbar and defined as the convolution
integral of the field with a filter kernel, results in flux terms which
must be modeled. In this work, the Smagorinsky@14# model is
used to relate each subgrid-scale flux to the corresponding gradi-
ent of the resolved-scale velocity component~or scalar! via a dy-
namically computed SGS viscosity~diffusivity!. The dynamic as-
pect was first proposed by Germano et al.@15#, with further
development by, e.g., Germano@16#, Lilly @17#, Carati et al.@18#
and Piomelli and Liu@19#. The resulting LES transport equations
are:

]ūi

]t
1

]ūi ū j

]xj
52

] p̄

]xi
12

]

]xj
@~n1nT!S̄i j #, (1)

]j̄

]t
1ū j

]j̄

]xj
5

]

]xj
F ~D1DT!

]j̄

]xj
G , (2)

whereS̄i j is the resolved strain-rate tensor,n andD are the kine-
matic viscosity and molecular diffusivity, andnT andDT are their
SGS counterparts defined in terms of the magnitude of the filtered
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strain rate tensor asnT5CD2uS̄u andDT5CjD
2uS̄u. Both the ve-

locity field and the scalar field,j, are statistically homogeneous
and isotropic, so that the coefficientsC andCj can be considered
as constant in space but as functions of time. The scalar,j, can be
any conserved scalar, but is taken to be the mixture fraction as
defined by Bilger@4#, with the assumption of equal diffusivities of
all species.

2.1 Subgrid-scale Chemistry Model. Our particular moti-
vation for the current research is to develop mixing models for use
with the LELFM @9–12#, which we use here as a specific example
of how SGS mixing models can incorporated into LES chemistry
models. While the LELFM is only one approach to modeling
species interactions in an LES, mixture fraction based methods in
general require information about the amount of mixing at the
subgrid scale if equilibrium chemistry is assumed, and informa-
tion about the amount and rate of mixing for non-equilibrium
analysis. For the LELFM and other mixture fraction based mod-
els, the mixing statistics required are the filtered mixture fraction,
j̄, the SGS scalar variance,jv

2, and the filtered scalar dissipation
rate, x̄52D(]j/]xi)

2. Here, jv
25j22 j̄2, which corresponds to

the variance of the filtered probability density function as defined
by Gao and O’Brien@2#; an alternative definition (j2 j̄)2 is in-
correct in general since it cannot correspond to any one point PDF
@7,20#. The filtered mixture fraction is computed directly in an
LES from ~2!. Models forjv

2 andx̄ are discussed in the following
sections.

2.1.1 Subgrid-Scale Variance.The SGS variance can be
modeled directly or it can be computed fromj̄2 andj2, the latter
of which must be modeled. Schmidt and Schumann@21# compute
j2 by integrating its governing equation. One difficulty with this
method is in developing the initialj2 field. Another is that it
requires an additional model to account for the SGS flux of the
scalar variance.

Two models have been proposed for directly modelingjv
2; one

relates it to the magnitude of the resolved scale gradient@22,23#,
the other relates it to a test scale variance@7#. The first is denoted
jm1

2 and definedjm1
2 [gD2u¹j̄u2. The derivation starts by defining

a test-scale filter of characteristic widthD̂ and denoted by (̂),
whereD̂.D, and assuming that the scalar variance below the test
scale can be modeled in a manner analogous tojm1

2 . Then

ĵ̄22jC 25gD̂2u¹jC u22gD2u¹j̄u 2̂, (3)

and

g5
ĵ̄22jC 2

D̂2u¹jC u22D2u¹̂j̄u2
, (4)

assuming thatg varies slowly enough in space so that it can be
taken outside the test filter. Unlike the formulations forC andCj ,
~4! does not involve averages in the homogeneous directions, sog
is a function of space.

In the second model forjv
2, denotedjm2

2 , the subgrid-scale
variance is estimated by assuming similarity between the subgrid-
scales and the smallest resolved scales. A test filter-scale variance

is definedZv
2[j̄ 2̂2jC 2, which is simply the variance ofj̄ within

subvolumes defined by the test filter width. The model assumes
scale similarity betweenZv

2 andjv
2, i.e.,

jv
2'jm2

2 [cj2~ ĵ̄22jC 2!. (5)

The quantitycj2 is computed by assuming a form for the SGS
scalar energy spectrum and adding it to the resolved-scale spec-
trum ~from the LES! to form the complete scalar energy spectrum,

Ej(k). Here k is the magnitude of the three-dimensional wave
number vector. By assuming homogeneous, isotropic turbulence,
Cook @24# shows that

cj25
*0

`@12g̃2~k;D!#E~k!dk

*0
`@12h̃2~k;D̂!#@12g̃2~k;D!#E~k!dk

, (6)

where g̃ and h̃ are the Fourier transformed grid and test filters,
respectively. Withcj2 computed from~6!, the average SGS vari-
ance from~5! will exactly equal the average SGS variance im-
plicit in Ej(k) if the turbulence is homogeneous and isotropic
@24#.

In a high Reynolds number LES, the inertial range will extend
to wavenumbers which make an insignificant contribution to the
SGS variance. If the grid filter is in the inertial range, it is reason-
able to assumeEj(k)}k25/3 for all SGSk, and to ignore details of
the spectrum in the dissipation range. In moderate Reynolds num-
ber flows, such as that presented in this work, the dissipation
range accounts for a significant amount of the SGS variance and
cannot be ignored. Instead, a form for the high wavenumber spec-
trum derived by Corrsin@25# and Pao@26# is used:

Ej~k!5Aka expS 2
3

2
nD«T

21/3k4/3D . (7)

In modeljm2
2 , a525/3 andn50.59, which are the values used by

Pao@26#. The constant of proportionality in~7! is determined by
matchingEj(k) to the actual LES spectrum near the highest re-
solved wave number. The kinetic energy flux supplied by the
large eddies,«T , can be estimated from the LES by assuming that
it is equal to the energy removed from the resolved scales by the
LES SGS model. Pao points out that the«T used for the theoret-
ical deduction of~7! ~which assumes infinite Reynolds number!
will always be greater than that measured in a laboratory experi-
ment; presumably, this is also the case for the LES of a flow with
finite Reynolds number. Therefore,~7! is expected to underesti-
mate the true SGS spectrum. While the effect that the error inEj

will have onjm2
2 is not clear due to the application of the grid and

test filters in~5!, it is expected that̂jm2
2 &→^jv

2& as the Reynolds
number increases, where^ & denotes a spatial average.

Two additional models forjv
2 are defined which improve on

jm1
2 andjm2

2 . The first,jm3
2 , is identical tojm2

2 except thata and
n are chosen so that the assumed spectrum more closely matches
the spectrum of the flow being studied. This is important for mod-
erate Reynolds number flows in which no true inertial range ex-

ists. Formally,jm3
2 [cj3( ĵ̄22jC 2). The second is a hybrid of mod-

els jm1
2 and jm3

2 : jm4
2 [cj4D2u¹j̄u2. Analogous tocj3 , cj4 is

computed so that̂jm4
2 & equals the average SGS variance com-

puted from the assumed spectrum. Values ofa andn are tailored
for the flow being studied.

It is worthwhile to note that an assumed form for the three-
dimensional scalar energy spectrum is utilized in this work be-
cause the scalar field in the numerical simulations is homogeneous
and isotropic. The assumed spectrum technique works equally
well when the scalar field is not isotropic but is homogeneous in at
least one direction, so that a form for the one-dimensional energy
spectrum can be assumed. For these results, see@27#. The as-
sumed spectrum methods may also work well when the scalar
field is locally isotropic on the LES grid.

2.1.2 Filtered Dissipation Rate.The filtered dissipation rate,
x̄, can be decomposed into three terms which represent~1! the
cointeractions between the resolved scales,~2! the cointeractions
between the unresolved scales, and~3! the interactions between
the resolved and unresolved scales. The first of these can be com-
puted directly from the resolved scales of an LES. Girimaji and
Zhou @28# develop models for the second and third terms, and
note that the backscatter~third! term must be accounted for ifx̄ is
to be used to close the transport equation for the filtered scalar
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energy. Here, two somewhat simpler classes of models are devel-
oped. In the first, denotedx̄m1 , j̄ is related to the resolved scale
dissipation rate via the total diffusivity,D1DT . In the second
(x̄m2 ,x̄m3), scale similarity arguments are used to estimatex̄.

To develop the first model, consider the equation forj̄-energy
obtained by multiplying~2! by j̄ and simplifying. The resulting
term for the dissipation rate ofj̄2 due to molecular effects and to
transfer of j energy to the subgrid-scales is 2(D1DT)
3(]j̄/]xj )

2. At the larger scales,j2 is approximately equal toj̄2,
the difference between the two being due to the filtering ofj at the
smaller scales. This implies, in particular, that the transfer rate of
both quantities to the subgrid scales is nearly identical. Assuming
in addition that the transfer rate ofj to the subgrid scales is equal
to its dissipation rate at those scales leads to a model forx̄:

x̄m1[2~D1DT!
]j̄]j̄

]xi]xi
. (8)

This is similar to a term in a model forx̄ proposed by Girimaji
and Zhou@28#.

The second model forx̄ is defined as

x̄m2[cx2D
]j̄]j̄

]xi]xi
, (9)

where the constantcx2 is determined by assuming a form for the
high wavenumber portion of thej energy spectrum, e.g.,~7!. The
derivation is similar to that ofcj2 . In essence,cx2 is set so that
^x̄m2& is equal to the dissipation rate computed using the SGS
portion of the assumed spectrum. It was argued in the previous
section that the assumed SGSEj(k) from ~7! will always under-
estimate the true SGS spectrum because~7! was deduced for the
case of infinite Reynolds number. While the effect of the error in
Ej(k) on jm2

2 is not obvious, it is clear that underpredictingEj(k)
at high wavenumbers will result in̂x̄m2&,^x̄&. It is expected that
^x̄m2&'^x̄& for large enough Reynolds number. Analogous tojm2

2

is a third model forx̄, denotedx̄m3 , in which the coefficientcx2
is replaced bycx3 computed by assuming a form forEj(k) which
is tailored to the flow being studied.

3 Numerical Simulations
Data from DNS are used fora priori testing of the LELFM and

the submodels. The velocity field simulated is that of the labora-
tory experiment of Comte-Bellot and Corrsin@13# in which nearly
isotropic, incompressible turbulence decays downstream of a grid
of spacingM oriented normal to a uniform, steady flow. Statistical
data were collected in the laboratory at downstream locations
x/M542, 98, and 171. The Reynolds number at the first station,
based on the Taylor length scale and the rms velocity, is 71.6. The
DNS are performed with a pseudo-spectral code using a
5123-point periodic domain considered to be moving with the
mean flow. Taylor’s hypothesis is invoked to relate simulated time
to laboratory coordinates. The DNS velocity field is initialized to
match the laboratory kinetic energy spectrum atx/M542. In the
computer code, Fourier pseudo-spectral methods are used to ap-
proximate spatial derivatives, and a second-order Adams-
Bashforth scheme with pressure-projection is used for time-
stepping.

To test the LELFMa posteriori, large-eddy simulations were
run on numerical grids having 643 and 1283 points. In the simu-
lations, the same pseudo-spectral code that was used for the DNS
is employed, with the addition of models for the SGS fluxes, to
solve~1! and~2!. The LES are initialized with filtered DNS fields
at x/M542.

3.1 Spatial and Temporal Accuracy. The direct numerical
simulations are among the largest that can be run on presently
existing super-computers, and standard spatial resolution tests
such as comparing results computed with different numerical grid

resolutions are not possible. Nevertheless, several attributes of the
simulations indicate that they are extremely accurate. First, the
pseudospectral method used has the advantages that phase errors
are very small, rates of convergence are very high, and the trun-
cation error decreases faster than algebraically as the number of
Fourier modes becomes large@29#. The method has been found to
be twice as accurate as finite-difference schemes using the same
resolution @30#. Second, spatial resolution tests typically per-
formed for spectral simulations, including observing the evolution
of the kinetic and scalar energy dissipation rate spectra and energy
transfer spectra show that the largest and smallest dynamically
relevant length scales are resolved on the numerical grid. Third,
the simulations match the data from the highly respected wind
tunnel experiments of Comte-Bellot and Corrsin@13#. The simu-
lation results agree with the laboratory data not just for gross
statistics such as average kinetic energy and integral length scale
at a single downstream location but, in addition to other higher-
order statistics, for the entire three-dimensional kinetic energy
spectra fromx/M542 to x/M5171. For additional discussion of
the simulations, see@27,31#.

In LESs, the simulation results will change when the grid reso-
lution is increased unless the closure models for the transport
equations are perfect. The question becomes what grid resolution
is required to accurately predict the length scales of interest. In the
current simulations, it was found that about 483 grid points are
required to accurately predict the growth rate of the integral length
scale and the decay rate of the turbulence kinetic energy. These
results are consistent with those of Carati et al.@18# for large-eddy
simulations of the same flow. In this work, 643-point simulations
are the lowest resolution reported, since the performances of the
SGS mixing models deteriorate markedly when applied to grids
coarser than this. The three dimensional scalar energy spectra at
x/M5171 from 643-point and 1283-point simulations are com-
pared with the corresponding spectrum from the DNS in Fig. 1.
There are inaccuracies in the results from both LESs near the
smallest resolved scale, but the large scales and the scalar energies
are accurate throughout the simulations. Additional details con-
cerning the large eddy simulations can be found in@12,27#.

The temporal accuracy of all the simulations was verified by
running portions of the simulations with time step sizes differing
by a factor of two and noting no measurable difference in the
resulting velocity and scalar fields. Using a third order Adams-
Bashforth scheme for portions of the simulations also had no ef-
fect on the results.

Fig. 1 Three dimensional scalar energy spectra from DNS and
LES.

Journal of Fluids Engineering JUNE 2001, Vol. 123 Õ 343

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4 Results

4.1 A Priori Evaluation of the Models for x̄. The models
for x̄ are evaluateda priori by filtering the 5123 DNS data onto
coarser grids to simulate LES data. The modeled quantities are
computed from these filtered fields and compared with the exact
filtered dissipation rate,x̄e , determined by filteringx from the
DNS. Two filter widths are used, which result in simulated LES
fields having 323 and 643 points.

A good model forx̄ will be well correlated withx̄e and also
will have approximately the same volume average. The correla-
tion betweenx̄e and related quantities is given in Table 1, and the
corresponding mean values, as fractions of^x̄e&, in Table 2. The

factor ¹j̄•¹j̄ is common tox̄m1 , x̄m2 , and x̄m3 , and there is
good correlation between it and the exact filtered dissipation rate.
This fact is encouraging because it implies that a model forx̄

might be based upon¹j̄•¹j̄, provided that a method can be
found to adjust the mean value of the model appropriately.

In model x̄m1 , the SGS diffusivity,DT , is used to scale

¹j̄•¹j̄, and, sinceDT is neither constant in space nor well cor-
related with x̄e , this approach adversely affects the correlation
between the exact and modeled dissipation rates, but not by a
great amount. Of greater concern is that^x̄m1& is about a quarter
of ^x̄e& in the 323 domain and about half̂x̄e& in the 643 domain.
In the model, it is assumed that the sum of the molecular and SGS
dissipation rates ofj-energy from the resolved scales,^xgs&, is
approximately equal to the dissipation rate from all scales,^x̄e&.
The ratio^xgs&/^x̄e& is only about 0.3 to 0.4 in the 643 LES, and
an LES grid larger than 1283 would be required to make the ratio
0.8. The scalar fields depend strongly on the initial conditions, so
that it is probable that̂xgs& is a better approximation of̂x̄e& in
some configurations than others. Since the velocity field is driving
the transfer of scalar energy from large to small scales, however,
it is useful to examine the corresponding relationship for the ve-
locity field; in the 643 LES, only about 70% of the kinetic energy
dissipation is due to transfer and dissipation from the large scales,
and the fraction drops to about 50% for the 323 fields. The con-
clusion is that̂ x̄m1& will underestimatê x̄e& by 30–75%, depend-
ing on the resolution of the LES and the flow configuration.

In model x̄m2 , ¹j̄•¹j̄ is scaled by a coefficient which has a
value such that̂x̄m2& will equal the average dissipation rate com-
puted from a composite dissipation rate spectrum made up of the
known resolved scale spectrum and an assumed form for the un-
resolved scales. The coefficients in the assumed spectrum~7! are
those given by Pao@26#. In the present flow, the slope ofEj(k) is
flatter than25/3 at the highest resolved wave number, especially
in the 323 LES, so the peak of the assumedDj(k) is lower than
the true peak in the dissipation rate spectrum and^x̄m2& underpre-

dicts ^x̄e&. In model x̄m3 , the coefficients of~7! are adjusted to
a521 andn51.2. From Table 2, it is clear that the model accu-
rately predicts the filtered dissipation rate, provided that the shape
of the j-energy spectrum is reasonably well known. The strength
of the model is that it is based on the transfer of kinetic energy out
of the resolved scales, which the LES predicts very accurately. If
the LES cannot accurately predict the resolved-scale dissipation
rate, the evolution of the velocity and scalar fields will be incor-
rect and the modeling ofx̄ is moot.

4.2 A Priori Evaluation of the Models for jv
2. Like the

models forx̄, the approximations forjv
2 are based on quantities

that can be computed locally in the LES and scaled so that the
mean SGS variance is approximately correct. In modeljm1

2 ,

¹j̄•¹j̄, is multiplied by a dynamically computed coefficient,g,
which is a function of space and time. From Table 3, it is clear

that¹j̄•¹j̄ is a good quantity on which to base a model because
it is highly correlated withje

2 over the full range ofx/M and LES
resolution. In the computation ofg, however, it is assumed that
the SGS-variance can be predicted from a test-scale variance,
which is a poor assumption for the present flow. Even if the flow
were such thatg were approximately the correct factor with which

to relate ¹j̄•¹j̄, with je
2, it is poorly correlated withje

2 and
significantly degrades the correlation betweenjm1

2 andje
2.

In modelsjm2
2 and jm3

2 , it is again postulated that the SGS
variance can be related to a test-scale variance, but this time the
relationship is through the correlation and not the mean. The dis-
tinction betweenjm2

2 andjm3
2 is the same as that betweenx̄m2 and

x̄m3 , namely thatjm2
2 is based on a generic assumed spectrum and

jm3
2 is based on a spectrum tailored for the current flow configu-

ration. Both ^jm2
2 & and ^jm3

2 & are excellent estimates of̂je
2&

~Table 4!, but the correlation is only moderately good in view of

the excellent correlation betweenje
2 and¹j̄•¹j̄. In modeljm4

2 ,
the concept of relating the SGS variance to a test-scale variance is

discarded and¹j̄•¹j̄ is scaled the same way (j̄ 2̂2jC 2) is scaled
in modeljm3

2 . The result is a model that almost exactly matches
^je

2& with excellent correlation.

4.3 A Posteriori Tests. It is the accuracies ofx̄ and jv
2

when computed from an LES which are of prime interest, al-
though the models cannot be validated on a point-wise basis as
they can be when applied to filtered DNS data. In the current
simulations, the scalar dissipation rate from the smallest resolved-
scales is slightly too high, and the resolved-scale scalar variance is
correspondingly low~Fig. 1!. This causesx̄m1 to perform better
than expected from thea priori tests, but still significantly worse
than x̄m3 at most downstream locations, as shown in Fig. 2~a!. A

Table 1 Correlation coefficient between the exact filtered dis-
sipation rate, x̄e , and related quantities

Table 2 Mean values of various quantities as fractions of Šx̄e‹

Table 3 Correlation coefficient between the SGS-variance and
related quantities

Table 4 Mean values of various quantities as fractions of Šje
2
‹
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priori tests ofjm1
2 show that it underpredictsje

2, whereas it sig-
nificantly overpredicts the exact value in an actual LES~Fig. 2b!.
Both jm2

2 and jm3
2 are very good, but not nearly perfect as sug-

gested by the tests with DNS data.
When the resolution of the LES is increased to 1283-points~not

shown!, the models that depend on an assumed spectrum improve
dramatically@27#. This is in part due to the fact that more of the
spectrum is computed directly in a higher resolution LES, and so
less must be estimated. The principal problem, however, in esti-
mating the spectra for the current~moderate Reynolds number!
flow is that there is no inertial range, which makes the parameter
a in ~7! difficult to estimate. The spectra for flows with higher
Reynolds number may be easier to estimate from 643-point LES
data.

5 Conclusions
Information about mixing at scales smaller than those resolved

on an LES numerical grid is needed if mixture fraction based
models are to be used for predicting species concentrations in
LESs of non-premixed, turbulent reacting flows. For example, the
large-eddy laminar flamelet model requires submodels for the
SGS scalar variance and the filtered scalar dissipation rate to pro-
vide information about SGS mixing. Several formulations for
each submodel are presented and tested using filtered DNS data
and LES results. Predictions from the models that depend on an
assumed form for the scalar energy spectrum are very good for the
flow considered, and are better than those from models that rely
on other assumptions. Additionally, the spectrum-based models
perform consistently when testeda priori anda posterioriat sev-
eral different LES resolutions, which encourages the thought that
the models are robust. In contrast, several of the other models
tested behave differently ina priori anda posterioritests, and the
accuracy of the model predictions varies widely as the scalar field
develops with downstream distance. Since the spectrum-based
models are applicable to flows for which a form for the one-
dimensional scalar energy can be estimated@12#, these models
show promise for a variety of flow configurations.
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Direct Numerical Simulation of
Flow and Heat Transfer From a
Sphere in a Uniform Cross-Flow
Direct numerical solution for flow and heat transfer past a sphere in a uniform flow is
obtained using an accurate and efficient Fourier-Chebyshev spectral collocation method
for Reynolds numbers up to 500. We investigate the flow and temperature fields over a
range of Reynolds numbers, showing steady and axisymmetric flow when the Reynolds
number is less than 210, steady and nonaxisymmetric flow without vortex shedding when
the Reynolds number is between 210 and 270, and unsteady three-dimensional flow with
vortex shedding when the Reynolds number is above 270. Results from three-dimensional
simulation are compared with the corresponding axisymmetric simulations for Re.210 in
order to see the effect of unsteadiness and three-dimensionality on heat transfer past a
sphere. The local Nusselt number distribution obtained from the 3D simulation shows big
differences in the wake region compared with axisymmetric one, when there exists strong
vortex shedding in the wake. But the differences in surface-average Nusselt number be-
tween axisymmetric and three-dimensional simulations are small owing to the smaller
surface area associated with the base region. The shedding process is observed to be
dominantly one-sided and as a result axisymmetry of the surface heat transfer is broken
even after a time-average. The one-sided shedding also results in a time-averaged mean
lift force on the sphere.@DOI: 10.1115/1.1358844#

Introduction
There are many examples in nature and technology where the

movement of solid particles and liquid droplets play an important
role ~Clift et al. @1#, Faeth@2#, Law @3#!. Understanding the par-
ticle behavior is very important in the performance prediction and
enhancement of many industrial equipment. In many applications,
the particulate matter is not passively advected by the surrounding
fluid flow; but they actively participate in defining the surrounding
flow through heat transfer, evaporation, and burning.

Even dilute systems typically consist of millions of particles
that in any numerical simulation it is virtually impossible to con-
sider the details of flow and heat transfer from each of these
particles. A popular computational approach to these particulate
flows has been Eulerian-Lagrangian in nature; where the continu-
ous phase~fluid flow! is treated in an Eulerian fashion, while the
distributed phase~particles! is treated Lagrangian. In applications
where the particles are active, it is not sufficient to track only their
position and velocity; their mass, temperature, and concentration
need to be evolved in time as well. An expression for drag and lift
coefficients on the particle is required to describe its motion. Ad-
ditional heat transfer and mass transfer correlations are required to
predict heat and mass exchange with the surrounding flow.

The force and heat transfer coefficients clearly depend on the
nature of the surrounding flow, which are generally parametrized
in terms of Reynolds number based on particle diameter and rela-
tive velocity, nondimensional temperature difference between the
particle and the surrounding, etc. In the low Reynolds number
limit analytical expression for drag coefficient dates back to
Stokes. However, as Reynolds number increases flow over the
sphere becomes increasingly complex, especially as Re increases
above 270, the flow is three-dimensional and time-dependent with
periodic vortex shedding~Natarajan and Acrivos@4#, Tomboul-
ides et al.@5#!. Heat transfer around the sphere is significantly
affected by this time-dependence and three-dimensionality of flow

field. At these Reynolds numbers~Re;O~1!! the only possible
approach to obtaining accurate parametrization of force and heat
transfer coefficients is through either careful experiments or de-
tailed three-dimensional numerical simulations of flow around an
isolated particle.

Recent explosion in computing capability has enabled detailed
three-dimensional time-dependent simulation of flow past spheri-
cal particles at moderate Reynolds numbers. These simulations
have allowed investigation of the resulting wake structure and
drag and lift forces in both uniform and nonuniform flows
~Johnson and Patel@6#, Kurose and Komori@7#, Mittal @8#, Bagchi
and Balachandar@9#!. However, most effort to calculate the heat
and mass transfer around drops and particles at finite Reynolds
number have been limited to two-dimensional simulations, where
the flow and temperature fields surrounding the sphere have been
assumed to be steady and axisymmetric. Sayegu and Gauvin@10#
carried out the numerical analysis for the fluid flow and heat trans-
fer around a sphere using finite difference techniques for Rey-
nolds numbers up to 50. Average Nusselt number correlation was
obtained which compared well with the experimental data of Ranz
and Marshall@11# and Whitaker@12#. This study also considered
the effect of variable properties on the fluid flow and heat transfer
around a sphere. Renksizbulu and Yuen@13# numerically studied
droplet evaporation in a high-temperature stream for Re in the
range 10–100. The effects of variable properties and mass transfer
~mass efflux from the droplet surface! on the fluid flow and heat
transfer around a sphere were investigated. Momentum, energy,
and species continuity equations were solved in a coupled manner
assuming steady axisymmetric conditions. Wong et al.@14# stud-
ied the flow and heat transfer characteristics of laminar combined
convection from an isothermal sphere in the range of Reynolds
number of 5–100 and Grashof number of 0–80,000. The average
Nusselt number correlation for the case without natural convec-
tion was compared with Yuge’s experimental correlation~Yuge
@15#!. In addition to heat transfer calculation from a spherical
particle or droplet, Chiang et al.@16# and Xin and Megaridis@17#
considered the effects of variable thermo-physical properties, tran-
sient heating, internal circulation of liquid, and droplet rotation on
heat and mass transfer from a spherical droplet, under the axisym-
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metric condition. Dandy and Dewyer@18# obtained three-
dimensional numerical solutions for steady and linear shear flow
past a fixed spherical particle over a wide range of Reynolds num-
ber of 0.1–100 and dimensionless shear rates of 0.005–0.4. They
studied the effects of shear rate on the drag and lift coefficients
and Nusselt number.

The assumption of steady state and axisymmetric flow for a
uniform flow past a spherical particle is well justified at lower
Reynolds numbers considered in the above investigations. As
Reynolds number increases above 210, it has been well estab-
lished that the axisymmetry of the wake is broken with adouble
threadedwake; however, the flow remains steady. At Reynolds
numbers greater than 270, periodic shedding of vortices is ob-
served; as a result the flow is time-dependent and three-
dimensional. To our knowledge, there is little study on the time-
dependent and three-dimensional nature of heat transfer around a
sphere at Reynolds numbers greater than 270. Thus, the purpose
of the present study is to investigate the effects of time-
dependence and three-dimensionality on the prediction of heat
transfer around a sphere. Time-dependent and three-dimensional
results are compared with those based on steady and axisymmetric
flow approximation.

Numerical Methodology
Here we consider the problem of flow of heat transfer from an

isothermal sphere of temperature,TS , subjected to a uniform
cross-flow of relative velocity,U` , and constant farfield tempera-
ture of T` . The particle is assumed to be stationary~or at most
moving at constant velocity without acceleration! and without any
spin. We solve the continuity, Navier-Stokes and energy equations
in their nondimensional form in a frame of reference fixed on the
spherical particle

¹•u50

]u

]t
1u•¹u52¹p1

1

Re
¹2u (1)

]T

]t
1u•¹T5

1

Pr Re
¹2T.

In the above equations, diameter of the spherical particle,d, is the
length scale, the freestream velocity in the frame of reference
fixed on the particle,U` , is the velocity scale. The nondimen-
sional temperature is defined asT5(T* 2T`)/(TS2T`), where
T* is the dimensional temperature andu andp are the nondimen-
sional velocity and pressure of the fluid flow. The above nondi-
mensionalization results in two dimensionless parameters: Re
5dU` /n and Pr5n/k, wheren andk are the kinematic viscosity
and thermal diffusivity of the fluid. In the simulations to be re-
ported here the Prandtl number, Pr, has been taken to be 0.72
corresponding to that of air.

The governing equations are solved in spherical coordinates
(r ,u,f) where r p<r<r d , 0<u<p and 0<f<2p. Here r p
represents the particle radius andr d represents the boundary of the
computational domain.u andf are the tangential and azimuthal
directions, respectively. In the nonperiodic radial direction a
Chebyshev collection scheme is used. In order to resolve the shear
layer near the sphere surface, a radial grid stretching is used to
cluster more points. The azimuthal direction is periodic over 2p
and a Fourier expansion is used with a uniform distribution of
collocation points inf. In the u direction, variables are defined
only overp and therefore a sine or cosine expansion is used inu
as appropriate. A grid stretching is also used inu to cluster points
in the wake region of the sphere.

A two-step time-split scheme is used to advance the flow field.
First, the velocity field is advanced from time level ‘‘n’’ to an
intermediate level by solving the advection-diffusion equation. In
the advection-diffusion step, the nonlinear terms and the
u-diffusion terms are treated explicitly using second-order

Adams-Bashforth scheme. The radial and azimuthal diffusion
terms are treated implicitly using Crank-Nicholson scheme. Then
a Poisson equation for pressure is solved fully implicitly. The final
divergence-free velocity field at ‘‘n11’’ is obtained with a
pressure-correction step. The temperature field is advanced in a
similar manner with second-order Adams-Bashforth for the ad-
vection term and Crank-Nicholson scheme for the diffusion term.
Once the velocity and temperature fields are obtained, force acting
on the particle is computed by

Fi5E
S
@2per1t rueu1t rfef#•eidS (2)

where the integration is over the surface of the sphere. The first
term on the right corresponds to the pressure force, and the next
two terms correspond to the viscous force. A nondimensional
force coefficient is defined using the scaling parameters men-
tioned above as

CF5
F*

1
2 rU`

2 p~d/2!2
, (3)

where F* is net force on the particle in dimensional terms. In
terms of corresponding nondimensional force given in Eq.~2!, the
force coefficient becomesCF58F/p. The component ofCF
along the direction of relative velocity is then the drag coefficient,
CD , and the component perpendicular to drag will be the lift
coefficient,CL . Local heat transfer from the sphere is calculated
as

h~u,f!5¹T•er (4)

From the above nondimensional form the local heat transfer coef-
ficient is the same as local Nusselt number. Surface-averaged
Nusselt number is then defined as

Nu5
1

pES
Nu~u,f!dS (5)

where the integral is over the surface of the sphere, whose nondi-
mensional radius is 1/2.

A uniform flow is specified at the inlet to the computational
domain. At the outflow, a nonreflecting boundary condition is
used~Mittal and Balachandar@19#!. Here the governing equations
are smoothly parabolized by multiplying the radial diffusion terms
by a filter function. On the surface of the sphere, the no-slip and
no-penetration conditions are imposed.

In a spherical coordinate system, the azimuthal resolution near
the poles is much higher than what is necessary to resolve the
flow. The viscous stability constraint is avoided by the implicit
treatment of the diffusion terms. However, a severe convective
~CFL! stability constraint still exists. In order to avoid such re-
striction, high frequency azimuthal components are filtered out
near the poles. The axisymmetric modekf50 does not lead to
convective instability and need not be filtered. Also thekf561
modes should be retained in the entire computational domain as
these modes are the source of asymmetry and unsteadiness in the
sphere wake. For the higher order Fourier modes along the azi-
muthal~f! direction, we apply a smooth filter in bothr andu. The
filtering is localized to a small region near the poles and the size
of the region increases with the azimuthal mode. The details of
numerical methodology can be seen in~Bagchi and Balachandar
@9#!.

Results and Discussion
First, we shall consider the structure of the wake in the steady

flow regime. Figure 1 shows the streamline, azimuthal vorticity,
and dimensionless temperature distribution past a sphere for Re
5200. When Reynolds number is less than 210, it is known that
the sphere wake in a uniform flow remains symmetric and steady,
giving rise to the observed symmetric flow and dimensionless
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temperature fields past a sphere for Re5200. The gradient of di-
mensionless temperature is the largest at the front stagnation point
~u5p! and decreases with increasing thermal boundary layer
thickness along the streamwise direction. The maximum thermal
boundary layer appears to be close to the point of flow separation.
In the wake region, the flow is recirculating and the gradient of
dimensionless temperature decreases again reaching a local mini-
mum at the rear stagnation point. This behavior qualitatively re-
mains the same over the range of Reynolds number from about
10–210, when the flow is steady and axisymmetric, and the size
of the wake recirculation region progressively increases with in-
creasing Reynolds number.

Figure 2 shows the variation of local Nusselt number over the
sphere as a function ofu for different Reynolds numbers of 50,
100, and 200. In the present coordinate systemu50 corresponds
to the rear stagnation point andu5p corresponds to the front
stagnation point andu5p/2 corresponds to the equatorial plane
dividing the leeward (u,p/2) and windward (u.p/2) sides of
the sphere. When the Reynolds number is small, at Re550, the
local Nusselt number has a maximum at the front stagnation point
and decreases monotonically along the streamwise direction with
increasing thermal boundary layer thickness, reaching a plateau in

the wake region. When Re is increased, the local Nusselt number
is the wake region increases due to increasing strength of the
recirculating flow. The local Nusselt number increases with in-
creasing Re owing to increasing effect of forced convection. At
Re5200, the local minimum in Nu can be observed to coincide
with the location of flow separation and the thicker thermal
boundary layer. Figure 3 shows contours of local Nusselt number
on the surface of the spherical particle for Re5200. The view is
along the negativex-axis looking upstream from the wake region.
Thus the region observed is the rear half of the sphere fromu
50 to p/2. Thus, Nusselt number has a larger value atu5p/2,
decreases along the streamwise direction up to about the point of
separation (u'0.8) and increases again as the rear stagnation
point is approached. The contours in Fig. 3 are concentric, repre-
senting that the flow and thermal fields past a sphere at Re5200
are axisymmetric.

When Re increases, it is known that the flow undergoes a regu-
lar bifurcation at around 210, resulting in the development of a
nonaxisymmetric wake. However, the wake still remains steady

Fig. 1 Axisymmetric flow at Re Ä200. „a… Streamlines; „b… azimuthal vorticity „vf… contours at
an interval of 0.5; dashed lines indicate negative values; „c… dimensionless temperature at an
interval of 0.1.

Fig. 2 Variation of Nusselt number for axisymmetric flow over
the sphere: ——, Re Ä50; – – –, ReÄ100, — "— "—, ReÄ200.

Fig. 3 Contours of Nusselt number on the sphere surface for
ReÄ200.
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without vortex shedding. While the steady axisymmetric wake is
single threaded, the steady nonaxisymmetric wake isdouble
threaded~Nataragan and Acrivos@4# and Wu and Faeth@20#!.
Figure 4 shows contours of azimuthal vorticity and dimensionless
temperature at Re5250. Figures 4~a! and~b! represent the results
obtained from two different simulations, in order to compare
them; ~a! from an axisymmetric simulation where the flow is
forced to be axisymmetric and~b! from a three-dimensional simu-
lation. When axisymmetry is broken, there exists a plane passing
through the streamwise~x!-axis about which the flow is symmet-
ric ~Mittal @8#!. The exact orientation of this plane of symmetry is
arbitrary and in the present three-dimensional simulation without
loss of generality thex-y plane is chosen to be the plane of sym-
metry. The nonaxisymmetric nature of the wake is most clear on
this plane of symmetry. The azimuthal vorticity and dimension-
less temperature obtained from the three-dimensional calculation
plotted on the plane of symmetry display nonsymmetric nature of
the wake and are different from those obtained from the axisym-
metric simulation. For example, in Fig. 4~b! the rear stagnation

point can be seen to shift upwards tou'18°, with corresponding
asymmetric thinning of the thermal boundary layer. However, the
impact of three-dimensionality in azimuthal vorticity and dimen-
sionless temperature is not large.

Figure 5 shows variation of Nusselt number as a function ofu
for Re5250. Here the 3D local Nusselt number~Nu! are shown at
three differentf locations of 0,p/2, andp. Thef-averaged Nus-
selt number, defined as^Nu&51/2p*0

2p Nu df, is represented by
the thick solid line and is compared with that obtained from the
axisymmetric simulation. The effect of nonaxisymmetry can be
seen only in the wake in terms of the large variation in the Nusselt
number for the three differentf values, especially foru,0.3p.
Contours of local Nusselt number on the sphere surface for Re
5250 obtained from the axisymmetric and 3D simulations are
shown in Figs. 6~a! and~b! ~again the view is from the wake and
only the rear half of the sphere is shown!. In the front half of the
sphere the thermal field is nearly axisymmetric. The effect of
three-dimensionality can be seen in Fig. 6 as the upward shift in
the rear stagnation point with increased heat transfer above and
decreased heat transfer below thex-z plane.

Above Re'270 the solution undergoes Hopf bifurcation result-
ing in a periodic shedding of vortices in the wake. Figure 7 shows
contours of azimuthal vorticity and dimensionless temperature for
Re5350. Figure 7~a! shows the result of axisymmetric simulation
and Figs. 7~b!–~e! show results of the corresponding 3D simula-
tion at four different time instants. At this Re the flow is not

Fig. 4 Contours of azimuthal vorticity „vf… „left panel … and dimensionless temperature „right
panel … at ReÄ250. vf contours are plotted at an interval of 0.5 while temperature contours are
plotted at an interval of 0.1. Dashed lines indicate negative values. „a… Results from axisym-
metric simulation; „b… results from 3-D simulation.

Fig. 5 Variation of Nusselt number for Re Ä250. ——, Nu ob-
tained from axisymmetric simulation. Nu obtained from 3-D
simulations are shown at three different f locations: – – –,
fÄ0; — "— "—, fÄp; " " " ", fÄpÕ2. The thick line represents
f-averaged Nusselt number ŠNu‹ obtained from 3-D simulation.

Fig. 6 Contours of local Nusselt number on the surface of the
sphere for Re Ä250. „a… Results from axisymmetric simulation;
„b… results from 3-D simulation.
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precisely periodic~see Fig. 11!; nevertheless, an approximate pe-
riod of sheddingTp can be established. Figures 7~b!–~e! are ~1/
3!rd shedding period apart. At Re5350 the vortex shedding pro-
cess is one-sided~Mittal @8#!; in the present simulation vortices
are shed only from the top of the sphere and not from the bottom.
In this respect vortex shedding from a sphere is distinctly different
from that of a circular cylinder. The one-sided shedding has its
roots in the existence of the steady nonaxisymmetric wake prior to
the on-set of shedding. The manifestation of the one-sided shed-
ding process can be seen in Fig. 7, where the asymmetric contours
are not seen to clearly oscillate up and down the wake centerline

as they would in the case of flow over a circular cylinder. For
example, the thinning of the thermal boundary layer near the rear
stagnation point remains above the centerline over the entire shed-
ding cycle, although oscillatory behavior can be observed.

Figure 8 shows variation of Nusselt number for Re5350 as a
function of u at the four different time instants shown in Fig. 7.
The local Nusselt numbers at three differentf locations of 0,p/2,
and p obtained from the 3D simulation are compared with the
f-averaged Nusselt number represented by the thick solid line and
the axisymmetric Nusselt number. Contours of local Nusselt num-
ber on the sphere surface obtained from the axisymmetric and 3D

Fig. 7 Contours of azimuthal vorticity „vf… „left panel … and dimensionless temperature „right
panel … at ReÄ350. vf contours are plotted at an interval of 0.5 while temperature contours are
plotted at an interval of 0.1. Dashed lines indicate negative values. „a… Results from axisymmet-
ric simulation. Results of 3-D simulation are presented in „b…, „c…, „d…, and „e… at four different
time instants approximately at equal interval in a shedding cycle.
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simulations for Re5350 are shown in Fig. 9. Similar to the case of
Re5250, the local Nusselt number distribution on the windward
side of the sphere is not influenced much by the nonaxisymmetric
nature of the wake. However, in the wake region, the local Nusselt
number obtained from the three-dimensional simulation shows
large variation for different azimuthal~f! locations and time in-
stances. Local variation inf can be in excess of 100%; for ex-
ample, in Fig. 8~d! at u'0.25p, Nu varies from 3–9. When re-
sults for Re5350 are compared with those for Re5250, the extent
of three-dimensionality in local Nusselt number can be seen to

increase with increasing Re. Significant difference exists between
the axisymmetric result and thef-averaged three-dimensional Nu
distribution. The maximum difference is at the geometric pole on
the leeward side (u50). The axisymmetric approximation tends
to overpredict the local heat transfer and the level of overpredic-
tion increases with Reynolds number. For example, at Re5250
the actual local Nu atu50 is 7.03 while the corresponding axi-
symmetric approximation estimates local Nu to be 9.48—a 35%
overprediction. At Re5350 the actual local Nu~averaged over
time! predicted by the three-dimensional simulation is 8.2, while
the estimate of the corresponding axisymmetric approximation is
13.1—a 60% overprediction.

Figure 9 shows significant deviation in the Nu contours away

Fig. 8 Variation of Nusselt number for Re Ä350. „a…, „b…, „c…,
and „d… represent four different time instants in the shedding
cycle corresponding to Fig. 7. ——, Nu obtained from axisym-
metric simulation. Local Nu obtained from 3-D simulations are
shown at three different f locations: – – –, fÄ0; — "— "—,
fÄp; " " " ", fÄpÕ2. The thick line represents f-averaged
Nusselt number ŠNu‹ obtained from 3-D simulation.

Fig. 9 Contours of Nusselt number on the surface of the
sphere for Re Ä350 from the 3D simulations. Four different time
instants are shown and they are the same as in Figs. 7 and 8.

Fig. 10 Instantaneous pathlines for Reynolds number „a… 250 and „b… 350. Figures in the left
panel show the pathlines that originate on two sides of the x -y plane. In the right panel, the x -y
view, two particle paths coincide.
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from axisymmetry. Over the entire cycle the local Nusselt number
maxima corresponding to the rear stagnation point is located on
the upper side of the sphere, consistent with the observations of
Fig. 7. The location of the local Nu peak seems to oscillate be-
tween 12 to about 40 deg, which can also be seen in Fig. 8 in the
movement of the peak in the Nu distribution forf50.

In the 3D simulation the nonaxisymmetric and time-dependent
nature of the flow contributes to enhanced mixing in the wake.
This can be seen in Fig. 10, where two sample instantaneous
pathlines in the wake of the sphere are plotted for Re5250 and
350. The left panel shows the trajectory projected on thex-z plane

and the right panel shows the projection on thex-y plane. The
starting position of the two pathlines are symmetrically placed on
either side of thex-y plane, thus the two pathlines coincide on the
right panels. At Re5200, when the flow is steady and axisymmet-
ric, the wake bubble is closed and the streamlines are the same as
pathlines. From Fig. 1~a! it can be seen that pathlines that origi-
nate upstream of the cylinder go around the closed bubble, sug-
gesting that there is no mixing in the wake. At Re5250, axisym-
metry is broken and results in certain amount of mixing between
the wake fluid and the oncoming freestream fluid. At even higher
Reynolds number~Re5350! the wake is unsteady and as a result
of the vortex shedding process a wake bubble exists only in the
mean; significant mixing between the wake and the freestream
fluid can be observed. Based on this enhanced mixing one might
expect higher heat transfer in the wake when the assumption of
axisymmetry is relaxed. On the other hand, in the case of axisym-
metric flow, a focused recirculation region exists and one can
expect a strong stagnation point flow directed toward the wake
region in this case. From Fig. 8 it is clear that at Re5350, the
strength and the influence of the recirculation eddy far outweighs
any potential benefits of enhanced mixing due to three-
dimensionality, as far as heat transfer is concerned.

Figure 11 shows time evolution of drag and lift coefficients and
surface-averaged Nusselt number (Nu) for Re5350. The results
obtained from the 3D simulation are compared with those ob-
tained from the axisymmetric simulation. Also shown are the time
averaged results for the 3D simulation~the axisymmetric results
are steady state!. The signature of vortex shedding is evident in
the time-dependent oscillatory nature ofCD , CL , and Nu. As
indicted earlier, the shedding process appears to be irregular at
Re5350 and therefore a perfect periodic variation is not observed.
The approximate shedding period, based on average time between
adjacent peaks in the lift coefficient isTp514.8, corresponding to
a nondimensional Strouhal number (St5d/U`Tp) of 0.135. As
expected the oscillation in drag coefficient is at about twice the
shedding frequency. The time averaged drag coefficient obtained
from the 3D simulation is 0.62 and the corresponding axisymmet-
ric approximation underpredicts drag coefficient by about 5% with
a CD of 0.58. This underprediction of drag when three-
dimensionality is ignored is contrary to the case of two-
dimensional cylinders, where drag is overpredicted when the ef-
fect of three-dimensionality in the wake is ignored~Mittal and
Balachandar@21#!.

The difference in behavior is significant and can be explained
as follows. In the case of a cylinder, vortex shedding is possible
even when restricted to 2D simulation and in fact the shed vorti-
ces are stronger and remain more coherent in the absence of three-
dimensionality. As a result, the Reynolds stress distribution in the
wake is higher in 2D simulation. The enhanced Reynolds stress
leads to higher suction pressure and overprediction of drag. In the
case of a sphere, the assumption of axisymmetry precludes vortex

Fig. 11 Time evolution of drag and lift coefficients and
surface-averaged Nusselt number Nu for Re Ä350. „a… Vertical
axis on the left is for CD and that on the right is for CL . ——, CD
obtained from 3-D simulation; – – –, mean „time-averaged …

drag coefficient; — "— "—, CD obtained from axisymmetric
simulation; " " " ", CL obtained from 3-D simulation; – – –,
mean „time-averaged … lift coefficient. „b… ——, Nu obtained from
3-D simulation; – – –, mean „time-averaged … Nu; — "— "—, Nu
obtained from axisymmetric simulation.

Fig. 12 f-averaged surface pressure coefficient ŠCP‹ for „a…
ReÄ350 and „b… ReÄ500. Dashed line is the result from axisym-
metric simulations and solid line is the result from 3-D simula-
tions.
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shedding and time dependence; thus Reynolds stress is zero. The
pressure distribution around the surface of the sphere with and
without the assumption of axisymmetry is shown in Fig. 12. In the
case of three-dimensional simulationsf-averaged surface pres-
sure is plotted. Pressure distribution over the windward side is not
significantly influenced by differences in the wake structure; how-
ever, substantial differences exist in the wake region and, in par-
ticular, the effect of three-dimensionality is to decrease the base
pressure, thus explaining the higher drag.

Furthermore, unlike the case of a circular cylinder, for the
sphere the time-averaged lift is nonzero. The meanCL is observed
to be20.06 and is consistent with the one-sided shedding of the

wake vortices. The plane of symmetry that was observed at Re
5250 persists even at Re5350, which can be seen in thex-z
projection of pathline in Fig. 10.

Figure 13 shows contours of azimuthal vorticity and dimension-
less temperature at a even higher Reynolds number of Re5500,
obtained with an axisymmetric assumption~Fig. 13~a!! and from
the three-dimensional time-dependent simulation~Figs. 13~b!–
~e!!. In the case of time-dependent simulation four different time
instances are shown, which are separated by approximately~1/
3!rd shedding period. At this Re, the wake oscillation can be seen
to have increased with a more chaotic shedding pattern with larger
and stronger vortices than that for Re5350. As a result, deviation

Fig. 13 Same as Fig. 7 but for Re Ä500. Time instants for the unsteady simulations „b, c, d and
e… are at approximately equal interval in a shedding cycle.
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in both azimuthal vorticity and temperature fields from the axi-
symmetric case is enhanced. Figure 14 shows theu-variation in
local andf-averaged Nusselt number at the four different time
instances shown in Fig. 13 obtained from the 3D simulation. Also
shown for comparison are the local Nusselt number obtained from
the axisymmetric simulation. The impact of strong vortex shed-
ding at this Reynolds number can be seen in the large temporal-
variation in the Nusselt number in the wake region. For example,
the local Nu atu50 can be seen to vary between 3.6–13.0 over a
shedding cycle. As a result the axisymmetric prediction can
grossly overestimate local heat transfer in the wake region over
most of the shedding cycle. The time-averaged local Nu atu50 is
about 7.9, while the corresponding prediction by the axisymmetric
simulation is about 18, resulting in a overprediction of 130%. Of
course, the overprediction in terms of instantaneous local heat
transfer can be even higher.

The location and the motion of the separation and the rear stag-
nation points can be further investigated in the contours of local
Nusselt number on the sphere surface shown in Fig. 15. The 3D
results are shown corresponding to the four time instances shown
in Fig. 13. Due to the strong vortex shedding in the wake region,
contours of local Nusselt numbers on the sphere surface in the
wake have a nonconcentric shape. Strong time-dependence is also
observed. When compared to Fig. 9 the extent of deviation from
axisymmetry is observed to increase with increasing Reynolds
number. Especially in Fig. 15~d! the contours can be observed to
symmetrically split into two with local peaks located on either
side of thex-y plane, whereas the local minima still remains on
thex-y plane. As a result, at this time a local peak is observed in
the f-averaged Nusselt number as well at aboutf545 deg.

Figure 16 shows time evolution of drag and lift coefficients and
surface-averaged Nusselt number for Re5500. At this Reynolds
number the shedding process appears to be more chaotic than at
Re5350 and the approximate nondimensional shedding frequency
increases to 0.175. The time averaged drag coefficient obtained
from the 3D simulation is 0.555 and the corresponding axisym-
metric approximation underpredicts drag coefficient by about 10%

with a CD of 0.487. Thus the importance of three-dimensionality
in accurately predicting drag increases with Re. The meanCL is
observed to be20.048.

At Re5500 the plane of symmetry that was observed at lower
Reynolds numbers is somewhat broken. The chaotic shedding
process is now seen to slightly oscillate—vortices are now shed
over a range of azimuthal angles. Yet the transition from one-
sided to all-around shedding is not complete at this Re. As a
result, there is a mean negative lift. However, compared to Re
5350 the mean negative lift is smaller in magnitude, in spite of
the stronger shedding process. It can be conjectured that at even
higher Re, when the near wake behavior is turbulent, vortex shed-
ding may precess over the entire range of azimuthal angles. Cor-
respondingly, the direction of lift force may drift in direction over
time, thus resulting in a zero net lift force over long time average.
However, in the present simulations up to Re5500, we observe
the lift force to be persistent in direction over more than 15 shed-
ding cycles. The mean lift coefficients presented here are obtained
through long time average over several shedding cycles—18 shed-
ding cycles in case of Re5350 and 15 shedding cycles in case of
Re5500.

From Fig. 12 substantial influence of three-dimensionality on
pressure distribution in the wake region can be observed. Al-
though surface pressure distributions for Re5350 and Re5500
cases are qualitatively the same, increasing importance of three-
dimensionality onCD with increasing Re is clear. Mean drag is
evaluated by integrating the surface pressure around the sphere
with a weighting factor of sin~2u! ~see Eq.~2!!. Thus large dif-
ference in base pressure atu50 makes little contribution to drag
coefficient. The underprediction of drag coefficient is mainly due
to differences in surface pressure distribution in the wake around
u5p/4.

In Figs. 11 and 16 the time-averaged Nu in the case of 3D
simulations is observed to be 11.42 and 13.27 at Re5350 and 500,
respectively. With the assumption of axisymmetry the overall heat
transfer is overpredicted by about 2% in both cases withNu
511.62 and 13.54. Thus the impact of three-dimensionality on
overall heat transfer seems to be minimal and independent of Rey-
nolds number. However, the effect of three-dimensionality cannot

Fig. 14 Variation of Nusselt number for Re Ä500 at four differ-
ent time instants: a, b, c and d represent same time instants as
in Fig. 13 corresponding to the unsteady simulation. Symbols
used here are same as in Fig. 8.

Fig. 15 Same as Fig. 9 but for Re Ä500. Results from 3D simu-
lations are shown at four different time instants that are same
as in Fig. 14.
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be ignored when it comes to local heat transfer behavior. Three-
dimensionality has a strong influence on local heat transfer. As
indicated in Figs. 8 and 14, local Nu near the base of the sphere
can be overpredicted by several hundred percent if the flow is
constrained to be axisymmetric. The difference in the local and
surface-averaged behavior can be seen from the definition ofNu
~Eq. ~5!!, where local Nusselt number is integrated with the geo-
metric weighting factor of sin~u!. Most contribution toNu is from
the equatorial region, with very little contribution from region
near the poles. Thus the impact of vortex shedding on local heat
transfer is much stronger than on overall heat transfer. Accurate
computation of local heat transfer is important in the prediction of
processes, such as evaporation, surface reaction, and surface ten-
sion, which are nonlinearly~often exponentially! dependent on
temperature.

Figures 17 and 18 summarize the results of the three-
dimensional simulations.CD , CL , and Nu obtained from the

simulations over the Reynolds number range of 50–500 are com-
pared with popular correlations for drag and heat transfer from a
sphere given as

CD5
24

Re
~110.15 Re0.687! Clift et al. @1#

Nu521~0.4 Re1/210.06 Re2/3!Pr0.4 Whitaker@12#

Nu5210.6 Re1/2 Pr1/3 Ranz and Marshall@11#

The lift coefficient is zero for Re,210, as the flow is axisymmet-
ric. Above Re5210 the lift coefficient is non-zero reaching a peak
value of about20.07 at Re5300. At higher Reynolds numbers
the mean lift coefficient somewhat decreases, but remains non-
zero, at least up to Re5500. At very large Reynolds number long
time-averaged lift coefficient can be expected to approach zero
owing to the turbulent nature of the wake; however, over shorter
periods persistent lift force is possible. Also included in Fig. 18
are mean lift coefficient data from Johnson and Patel@6# for 210
,Re,300. Good agreement with the present data can be ob-
served. The correlations shown above are based on several experi-
mental measurements over a range of Reynolds number and
therefore comparison with individual experimental measurement

Fig. 16 Same as Fig. 11 but for Re Ä500

Fig. 17 Comparison of computational CD and Nu with experi-
mental correlations. Symbols are computational results rang-
ing from Re Ä50–500. Correlation for drag is from Clift et al. †1‡
and the Nu correlation is from Ranz and Marshall †11‡.

Fig. 18 The mean „time-averaged … lift coefficient versus Rey-
nolds number for flow past a sphere. d symbols are the results
from present simulations. L symbols correspond to simulation
results of Johnson and Patel †6‡.
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is not attempted. Good agreement between these correlations and
the simulation results is observed over the entire range of Rey-
nolds numbers considered. For further validation of the present
simulation; Table 1 shows a comparison of present results for
separation angle (us), dimensionless wake length (Le), Strouhal
number~St! for different Reynolds numbers with previous experi-
mental and numerical results. The results for Re>210 are surface-
averaged mean values. The present results forus and Le show
excellent agreement with the experimental and numerical ones
over the Reynolds number ranges listed in Table 1. The Strouhal
numbers for Re5350 and 500 are also in good agreement with
experimental results given by Sakamoto and Haniu@22#.

Summary and Conclusions
The heat transfer past a sphere in a uniform flow is investigated

using direct numerical simulation. The solution is obtained using a
highly accurate Fourier-Chebyshev pseudospectral method. When
the Reynolds number is less than 210, the flow and temperature
fields are axisymmetric. When Reynolds number increases above
210 ~at Re5250!, the flow and temperature fields become non-
axisymmetric but without vortex shedding. But the deviation of
3D results from the axisymmetric ones is small andCD and Nu
from the 3D simulation are almost the same as those from axi-
symmetric one. When Reynolds number exceeds 270~Re5350
and 500!, the flow and temperature fields become highly three-
dimensional with strong vortex shedding. Local Nusselt number
distribution on the surface of the sphere significantly deviates
from concentric distribution; strong variation in local Nu over
time is observed, especially in the wake region.

Vortex shedding and three-dimensionality of the wake has a
stronger influence on the mean drag force. Their influence on
mean drag increases with Reynolds number; this behavior for the
wake of a sphere is consistent with the importance of three-
dimensionality in the wake of a circular cylinder. For the sphere,
axisymmetric approximation results in underprediction of drag co-
efficient; this is in contrast to the circular cylinder where two-
dimensional approximation results in overprediction of drag. In
the case of a sphere, the assumption of flow axisymmetry pre-
cludes any vortex shedding~at least up to Re5500! and as a result
temporal oscillations in lift and drag forces and surface averaged
Nusselt number are features of only the 3D simulation. Vortex
shedding off a sphere is predominantly one-sided, which results in
a small but finite time-averaged lift coefficient.

Three-dimensionality has its strongest effect on the local heat
transfer in the wake region. Heat transfer near the base of the
sphere (u'0) will be overpredicted by several hundred percent if
three-dimensionality of the wake is ignored. This is due to the
highly enhanced stagnation point flow resulting from the strong
coherent recirculation bubble predicted in the case of axisymmet-
ric assumption. In spite of this strong local effect, the impact on
surface averaged Nu is not significant, owing to the smaller area
associated with the base region. Thus, if the interest is only in

surface-averaged heat transfer then a simple axisymmetric simu-
lation itself is sufficient. However, the instantaneous 3D local
Nusselt number exhibits significant deviation from the axisym-
metric prediction. This difference in local heat transfer can be
important when we consider evaporation and combustion of a
liquid droplet ~or surface reaction of a particle!, where the fuel
mass fraction on the droplet surface is expressed as an exponential
function of droplet surface temperature according to the Clausius-
Clapeyron relation. This shows that the mass transfer rate from
the droplet is a strong function of local droplet temperature and
very sensitive to local heat transfer rate. In such applications, it is
important to predict the local behavior of Nusselt number cor-
rectly through the 3D calculation.
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Random Flow Generation
Technique for Large Eddy
Simulations and Particle-
Dynamics Modeling
A random flow generation (RFG) technique is presented, which can be used for initial/
inlet boundary generation in LES (Large-Eddy-Simulations) or particle tracking in LES/
RANS (Reynolds-Averaged Navier-Stokes) computations of turbulent flows. The technique
is based on previous methods of synthesizing divergence-free vector fields from a sample
of Fourier harmonics and allows to generate non-homogeneous anisotropic flow field
representing turbulent velocity fluctuations. It was validated on the cases of boundary
layer and flat plate flows. Applications of the technique to LES and particle tracking are
considered. @DOI: 10.1115/1.1369598#

1 Introduction
In a Reynolds Averaged Navier-Stokes~RANS! turbulence

modeling approach information about turbulent fluctuations is
contained in the time averaged Reynolds stresses of the formuiuj .
These are obtained as an outcome of a turbulence model that links
Reynolds Stresses to mean flow quantities~e.g., k-e model!, or
solves modeled transport equations for each Reynolds stress com-
ponent~e.g., Reynolds stress models!. However, this is not the
case when the large eddy simulation~LES! methodology is em-
ployed since the goal here is to explicitly resolve the turbulent
fluctuations. In LES the inlet conditions cannot be derived directly
from experimental results, because of the unsteady and pseudo-
random nature of the flow being resolved, unless, off course, the
turbulent intensity is zero at the inlet, which is rarely the case.
This problem becomes more important for spatially developing
turbulent flows where, for example, the boundary or shear layer
thickness changes rapidly. In such cases periodic boundary con-
ditions cannot be specified as in the case of a fully developed
channel flow~Ravikanth and Pletcher@1#, Akselvoll and Moin
@2#!. A similar situation exists when prescribing the initial condi-
tions over the whole calculation domain. This can be of impor-
tance when the turbulent flow is not steady in the mean~i.e.,
nonstationary turbulence! and the transients of the flow are to be
resolved. Even for stationary turbulent flows, if realistic initial
conditions are not prescribed, the establishment of a fully devel-
oped turbulence takes unreasonably long execution time. For
these reasons, it is necessary to initialize the flow-field with some
form of perturbation to provide the initial turbulent conditions. It
is important that the perturbation be spatially correlated, as is the
case with the real flow. For external flow problems the turbulent
flow field can be initiated simply by appropriately perturbing the
inlet flow-field. In this case an accurate representation of temporal
correlations of the flow-field can be important. The inlet perturba-
tion propagates throughout the domain and helps trigger the tur-
bulence that is to be captured. Many applications of LES begin
with initializing the flow field to that of a previously obtained
RANS solution. A higher resolution grid is then used with an
appropriate subgrid-scale model. The Reynolds stress terms pro-
vided by the RANS solution can be used to construct spatially and
temporally correlated perturbed inlet and initial conditions. In

principle, it is possible to predict turbulence via LES technique by
starting from a quiescent flow or with the mean flow obtained
from RANS. Unfortunately, it takes a very long time for a turbu-
lent flow to develop spatially and temporally. This is especially
true in the case of decaying turbulence in the absence of strong
turbulence generating factors like walls. A reasonably accurate
approach to this problem is used in modeling of boundary layer
turbulence~Lund @3#!. It consists in applying a separate flow
solver with periodic boundary conditions to construct the inlet
conditions for the LES/DNS solver. It provides well-formed in-
flow conditions consistent with the solution of the Navier-Stocks
equation, which makes it particularly suitable for DNS. However,
its implementation may not be straightforward for the problems
without well-defined fully developed boundary/shear layers. For
some engineering problems it may also be too expensive in the
usage of computer resources and programming effort.

To remedy this problem the inlet and initial conditions are often
viewed as consisting of a mean component and a randomly fluc-
tuating component with the appropriate statistics. Most of the
work done in this direction is based on simplified variants of a
spectral method, in which Fourier harmonics are generated with
the appropriate statistics and assembled into a random flow-field.
Realistic turbulence spectra can be realized in this way. In the
work of Lee et al.@4# for example, a very good representation of
turbulence spectra was achieved by using Fourier harmonics with
a random phase shift. This is a rather efficient method to generate
the inflow turbulence with predefined characteristics. However, it
does not satisfy the continuity of the flow-field, which may be
important in diminishing the nonphysical transition region be-
tween the inlet flow-field and the solution provided by the Navier-
Stokes solver inside the computational domain.

A considerable amount of work in random flow generation has
been performed in the area of particle dispersion modeling using
the RANS approach~Zhou and Leschziner@5#, Zhou and Le-
schziner@6#, Li et al. @7#!. RANS modeling produces smooth flow
fields, which do not accurately disperse particles that are embed-
ded in the flow. To correct this turbulent Reynolds stresses are
used to generate temporally and spatially correlated fluctuations,
such that the resultant instantaneous velocity can be superimposed
on the particles to induce a realistic dispersion. A number of ap-
proaches found in the literature~Li et al. @7#, Bechara et al.@8#,
Fung et al.@9#! are based on a variant of spectral method of gen-
erating an isotropic continuous flow-field proposed earlier by Kra-
ichnan@10#. However, this flow-field does not satisfy the require-
ment of spatial inhomogeneity and anisotropy of turbulent shear
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stresses, which may be important in realistic flows. The method of
Zhou and Leschziner@5# complies with the latter requirement, but
the resultant flow field does not satisfy the continuity condition
and is spatially uncorrelated. For homogeneous isotropic turbu-
lence, the initial conditions can also be constructed as described
by Ferziger@11#. The approach is based on a vector curl operation
and forward/backward Fourier transforms, which require a consid-
erable computational effort. The extension of this method to an-
isotropic inhomogeneous flows is not trivial. At least one study
presents a successful application of Kraichnan’s method to aniso-
tropic flows~Maxey @12#!. The technique is based on filtering and
scaling operations applied to the generated isotropic flow-field to
filter only the vectors with the prescribed correlations. Again, the
filtering operation may be expensive computationally. The method
presented in this paper is different in that it is based only on
scaling and simple coordinate transformation operations, which
are efficient and fast.

It is the objective of this study to formulate a relatively simple
random flow generation~RFG! algorithm, which can be used to
prescribe inlet conditions as well as initial conditions for spatially
developing inhomogeneous, anisotropic turbulent flows. In prin-
ciple, the same procedure can also be used for initializing direct
numerical simulations, but the focus of our study is on LES, and
particle tracking applications. The method takes advantage of the
previous studies in the area of particle dispersion~Li et al. @7#,
Maxey @12#!. The RFG procedure is developed on the basis of the
work of Kraichnan@10#, and can be used as an efficient random
flow-field generator in LES and in particle tracking~Shi et al.
@13#; Smirnov et al.@14#!. The technique was validated on the
cases of boundary-layer and flat-plate shear layer flows and is
further illustrated on the example of bubbly ship-wake flow as one
of the most challenging cases for LES and particle dynamics ap-
plications. Performing LES of ship wakes is particularly difficult
given the fact that the whole ship must be modeled to capture a
relatively thin 3D-boundary layer, preferably including the vis-
cous sublayer. The boundary layer is the source of the flow dy-
namics that sets the initial conditions for the wake. A simulation
that includes the whole ship and the wake would require prohibi-
tively large computational resources. It is proposed in this study
that the needed computational resources could be substantially
reduced if the appropriate time-dependent inlet conditions could
be constructed at the beginning of the wake, thus avoiding the
need to model the entire ship.

2 Methodology
To generate a realistic flow field we propose a modified version

of Kraichnan’s technique~Kraichnan@10#!. The procedure we call
RFG ~random flow generation! combines the advantages of the
approaches mentioned above and is also computationally efficient.
It involves scaling and orthogonal transformation operations ap-
plied to a continuous flow-field generated as a superposition of
harmonic functions. The procedure consists of the following steps.

1 Given an anisotropic velocity correlation tensor

rij [ũiũj (1)

of a turbulent flow field$ũi(xj ,t)% i , j 51..3, find an orthogonal
transformation tensorai j that would diagonalizer i j

1

amianjrij5dmnc(n)
2 (2)

aikakj5dij (3)

As a result of this step bothai j andcn become known functions of
space. Coefficientscn5$c1 ,c2 ,c3% play the role of turbulent fluc-
tuating velocities~u8, v8, w8! in the new coordinate system pro-
duced by transformation tensorai j .

2 Generate a transient flow-field in a three-dimensional domain
$v i(xj ,t)% i , j 51..3 using the modified method of Kraichnan

~Kraichnan@10#!

vi~xW,t!5A2

N (
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wherel , t are the length and time-scales of turbulence,« i jk is the
permutation tensor used in vector product operation~Spain@15#!,
andN(M ,s) is a normal distribution with meanM and standard
deviation s. Numbers kj

n ,vn represent a sample ofn wave-
number vectors and frequencies of the modeled turbulence
spectrum

E~k!516S 2

p D 1/2

k4 exp~22k2! (7)

3 Apply a scaling and orthogonal transformations to the flow-
field v i generated in the previous step to obtain a new flow-fieldui

wi5c(i) v(i) (8)

ui5aikwk (9)

The procedure above takes as input the correlation tensor of the
original flow-filed r i j and information on length- and time-scales
of turbulence (l ,t). These quantities can be obtained from a
steady-state RANS computations or experimental data. The out-
come of the procedure is a time-dependent flow-fieldui(xj ,t)
with correlation functionsuiuj equal tor i j and turbulent length/
time scales equal tol ,t. As will be shown later this flow-field is
also divergence free for a homogeneous turbulence and to a high-
degree divergence-free for an inhomogeneous turbulence. By vir-
tue of Eq.~4!, spatial and temporal variations ofui follow Gauss-
ian distribution with characteristic length and time-scales ofl , t.
Sampling for a different spectrum instead of Gaussian can also be
used in different problems.

Equation~8!, provides the scaling, and~9! the orthogonal trans-
formation. Scaling factorsci obtained in step II represent the
scales of turbulent fluctuations along each axis. They do not de-
pend on time, whereas vectorsv i andwi represent time-dependent
velocity fluctuations. Both the scaling factorsci and the transfor-
mation tensorai j are computed in step II using efficient matrix
diagonalization routines that can be found in standard libraries or
programmed specifically for a 3D case to boost the performance.
By construction, the correlation tensor of the flow-field produced
by Eq. ~4! is diagonal

v iv j5d i j (10)

The flow-fieldwi produced after the scaling transformation~8!
is divergence free for a homogeneous turbulence and nearly di-
vergence free for an inhomogeneous turbulence, as is shown by
the following estimate

wi ,i5ci ,i v i1civ i ,i'ci v i ,i
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⇒ wi ,i'0 (12)

where we neglected all derivatives ofci , which are slowly vary-
ing functions ofxW , and used the relation of orthogonality between
ki

n andpi
n , qi

n

ki
n pi

n5ki
n qi

n50
1f ,i[ ] f /]xi . Repeated subindexes imply summation, parentheses around in-

dexes preclude summation.
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which follows from the way vectorspi
n , qi

n are constructed in~6!.
For a homogeneous turbulence the approximate equality in~11!
will become a strict equality, leading to a divergence free flow-
field. In the case of inhomogeneous turbulence the justification for
neglecting the derivatives ofci comes from the fact thatci are
derived from the correlation tensorr i j , which is produced by the
time-averaging operation in~1!. As a result of this averagingr i j is
independent of time and may be a slowly varying function of
space as compared to the fluctuating velocityui

ici , j i'ir i j ,ki1/2!iui , j i (13)

where i•i denotes an appropriate function norm. Relation~13!
justifies the first approximate equality in~11!, leading to an ap-
proximate satisfaction of continuity.

The orthogonal transformation~9! preserves the solenoidal
~divergence-free! property of the flow-field

ui ,i5ai j akiwj ,k5d jkwj ,k5wj , j50 (14)

where we used relation~12! and the rule of transformation of
derivatives: f ,i85aji f , j . Thus, the generated flow-filedui is
divergence-free within the accuracy determined by~13!. At the
same time the new flow field satisfies the anisotropy of the origi-
nal flow-field uW (xW ,t), i.e.,

uiuj5aimwm ajnwn

5aimajnwm wn5aimajncmcnvm vn

5aimajncmcndmn5aimajndmn~cn!25r i j (15)

where we used relations~3!, ~8! and the last equality was obtained
by solving ~2! for r i j . Thus, the obtained flow-fieldui(xW ,t) is
transient, divergence-free, inhomogeneous, and anisotropic with
the pre-defined correlation coefficients.

Considering the flexibility and computational efficiency of the
algorithm, we should note that the random spectrum sampling in
Eq. ~6! can be performed separately from the actual assembly of
the vectors in Eq.~4!. This leads to a higher computational effi-
ciency, since the spectrum sampling can be done outside of the
main time iteration loop of the flow solver with only the assembly
of fluctuating velocity components left inside the time loop. This
efficiency comes at a price of extra memory requirements for
storing the random sample. The size of this sample is equal to
10•N, whereN is the number of harmonic functions representing
the turbulent spectrum in~4!, which is independent of the actual
grid size. So, forN51000 and double precision arithmetics only
80KB of computer memory will be needed to store the spectrum
for any grid size. This offers a flexibility of shifting the priorities
between the high-accuracy spectrum generation and speed.

The RFG procedure can be extended to include the anisotropy
of turbulence length-scale. In this case instead of using a scalar
value for l in ~5! one can define a vectorl i . An appropriate
re-scaling would be necessary to preserve the continuity of the
flow-field. This can be done by introducing another scaling trans-
formation, similar to~8!, which will guarantee that the resultant
flow-field is divergence-free.

It should be noted that the turbulent flow-field obtained by the
RFG procedure does not represent the solution of a complete
Navier-Stokes~NS! equation, but rather of a continuity equation
only. This is not a severe limitation, since the procedure is used
mainly in the context of unsteady 3D computations, like LES, to
generate initial or inlet boundary conditions. These conditions are
given on three-dimensional subsets of a four-dimensional compu-
tational domain: two space and one time dimension for the inlet
flow-filed and three space and zero time dimensions for the initial
flow-field. As such these flow-fields do not have to satisfy the NS
equation, since for an unsteady LES this equation is defined on a
four-dimensional, 3-space3 1-time domain. However, the
boundary conditions should be reasonably continuous, so that the
NS solver will gracefully adjust the solution to the boundary con-

ditions within the computational domain. This is exactly what the
RFG procedure is designed to do. In addition to this, it provides
the desired statistical characteristics of turbulence at the bound-
aries, like anisotropy and inhomogeneity, which is of importance
for LES and unsteady particle-dynamics computations.

Naturally, this approach to generate the inlet/initial boundary
conditions is an approximation and should be used only when the
statistical features of turbulence at the boundaries are of special
concern while the solution of a full unsteady NS equation beyond
the given boundaries is a practical impossibility.

3 Validation of RFG Procedure
The first test of the procedure was for a homogeneous isotropic

flow field. The Fourier space was sampled with 1000 wave-
numbers selected according to Eq.~4!. Figures 1~a! and 1~b!
show the snapshot of a homogeneous isotropic velocity field. Fig-
ure 1~a! shows the vorticity field in a cross-section of the compu-
tational domain, and in Fig. 1~b! the velocity distribution is pre-
sented. Statistical post-processing of velocity correlations was
applied to the generated flow-field in order to verify that the ve-
locity field was isotropic. For this purpose a turbulent flow-field
with the characteristic time scale of 1023 s was generated from the
Fourier spectral sample of 1000 wave-vectors Eq.~4!. The fluctu-
ating velocities were sampled at the rate of 105 Hz. Correlations
of the fluctuating velocity components were computed at one
point in space by averaging over time. Figure 4 shows the behav-
ior of the velocity correlations as a function of the averaging
time-interval. The figure indicates convergence to the values cor-
responding to Eq.~10!.

The procedure was next applied to a homogeneous anisotropic
flow field with ci selected from typical boundary layer distribu-
tions. This type of anisotropy leads to higher amplitudes of the
velocity vectors in one direction relative to the other~Fig. 1~c!!.
The procedure was also used to generate the flow-field with an-
isotropic length-scales~see comments in Section 2!. In this case
the length-scale of fluctuations was selected differently in differ-
ent spatial directions. This produced a flow-field where the struc-
ture of the velocity fluctuations seemed stretched in one direction
~Fig. 1~d!!.

Next we applied the procedure to the case of a nonhomoge-
neous anisotropic boundary layer. Figure 1~e! shows a snapshot of
the velocity magnitude in the three-dimensional boundary layer.
An additional empirical factor related to the boundary-layer thick-
ness was introduced in this case to better account for the intermit-
tency effects. Figure 2 shows the random signal produced by the
RFG procedure sampled at different locations above the boundary
plane. As can be seen from that figure both anisotropy and inho-
mogeneity are evident in the fluctuating components. Experimen-
tal and direct numerical simulation~DNS! data do exist for this
flow field, providing both mean and fluctuating velocity profiles,
as well as turbulent correlations. The turbulent boundary layer is
two-dimensional in the mean, though turbulent fluctuations exist
in all three dimensions, i.e.,c15u8, c25v8, andc35w8 for the
axial, vertical, and tangential directions, respectively. In addition,
the correlation involving the axial and vertical velocity fluctua-
tions is significant. The Reynolds stresses were obtained from
~Hinze @16#! where the classical experiments of Klebanoff@17#
are summarized.

A number of realizationsNT of the boundary layer was com-
puted using the turbulence time scale oft turb51023 s, length-scale
of l trub51023, and a sample size of 1000 harmonic functions. The
wave-vectors for these functions were taken from a normal distri-
bution with the mean;t turb

21 . The boundary layer thickness~d!
was allowed to grow according to the following empirical
relation:

d50.16• x• S U0x

n D 21/7

50.16•x• Rex
21/7 (16)
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wherex is the axial distance andU0 is the free-stream velocity,
which was set equal to 1.0 m/s. The cross correlation (uv) was
normalized with the friction velocityUt , which is itself a func-
tion of U0 . The boundary layer thickness was randomly perturbed
with a continuous function using the same spectral sampling tech-
nique as for the velocity fluctuations to emulate intermittency.

Figure 3 shows the vorticity field of the generated boundary
layer flow-field compared with LES data~Speziale@18#!. As can

be seen from the figure, by choosing the turbulence length-scale
correctly, one can achieve a good resemblance in the flow struc-
ture simulated with this semi-analytic approach and a LES
flow-field.

To compare the simulation results with the experimental data
the velocity profile along a vertical line in the center of the axial
plane was stored for each simulated realization of the flow-field
~Fig. 4!. The profiles of the thousand time realizations were then

Fig. 1 Simulated flow-field, „a… Isotropic vorticity, „b… isotropic velocity, „c… anisotropic velocity, „d… anisotropic length-scale, „e…
fluctuating velocity in the boundary layer
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Fig. 2 Instantaneous velocity versus time step at different locations, y *Äy Õd, „a… Axial, y *Ä0.13, „b… vertical, y *Ä0.13, „c…
tangential, y *Ä0.13, „d… axial, y *Ä0.46, „e… vertical, y *Ä0.46, „f… tangential, y *Ä0.46, „g… axial, y *Ä0.76, „h… vertical, y *Ä0.76, „i…
tangential, y *Ä0.76
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used to calculate the average fluctuating components in each di-
rection, as well as the corresponding cross correlations. These are
compared to the original experimental data in Fig. 5. As can be
seen, the experimental data is well reproduced.

The divergence-free property of the generated flow-filed was
tested by computing the divergence as a function of turbulence
length-scale for three cases: isotropic velocity field, generated ac-
cording to the original Kraichnan method~Kraichnan @10#, Li
et al. @7#!, anisotropic velocity field, generated according to the
modified Kraichnan method, using Eqs.~4!–~5! with k̃ j

n[kj
n , and

anisotropic velocity field generated according to the RFG algo-
rithm based on Eqs.~2!–~9!. For this test case the anisotropy of
different fluctuating velocity components was selected to be given
by a ratio: 0.1:1.4:1 forc1 ,c2 , andc3 , respectively.

The divergence test was done on a cubic grid. For each grid-cell
the divergence was computed as the sum of fluxes through cell
faces. The Fourier space was sampled with 1000 wave-numbers
selected according to Eq.~4!. Figure 6 depicts the computed di-
vergence as a function of the ratio of turbulence length-scalel to
grid cell size. The result represents an average over 10,000 real-
izations of the flow-field. As can be seen from the figure in all
three cases the continuity error decreases with the increase of the
turbulence length-scale. This decrease is considerably slower for
the anisotropic flow-field generated according to the original Kra-
ichnan method compared with the the cases of isotropic flow field
and anisotropic flow generated with RFG procedure. It should be
noted that the theoretical continuity error in the isotropic case is
zero. The discrepancy between this case and the anisotropic case
computed with the Kraichnan method is due to the violation of
continuity of that method in the presence of anisotropy. In con-
trast, the flow-field produced with the new RFG procedure has
practically the same as for the isotropic case. This means that the
anisotropic flow-field generated by the RFG procedure is essen-
tially divergence free. At the same time it shows the importance of
scaling transformation forkj

n in ~5! for the fulfillment of continu-
ity. The upper divergence limit in the figure occurs when the grid
cell-size is comparable or greater than turbulence length-scalel . It
is due to the integration errors, which in this limit case can be
estimated from the relationiuiuj i '1.

Another validation of the method was done on a flat-plate wake
flow, which is a well-documented case in the literature~Ra-
maprian et al.@19#!. In this case the simulation starts from a plane
located behind the plate in the wake region~Fig. 7!. The inflow
boundary is generated using RFG with an input from the experi-
mental data~Ramaprian et al.@19#!, including mean velocityUm ,
the turbulence intensitiesurms , v rms ,wrms and the shear stresses
uv. In this way we can provide realistic inflow boundary condi-
tions including the turbulence characteristics created by the plate,
which is an important factor for LES. The length of the plate is
L51.829 m. The inflow boundary is located at 19.5 mm (x/L
50.01) measured from the rear edge of the plate. The computa-
tional domain size is 1.0m30.2m30.6m inx, y, andz direction,
respectively. The corresponding grid sizes are 82350350. Non-
uniform grid is used in bothx andy directions with stretching not
exceeding three percent.2 The size of the smallest cell is 0.6mm
30.2mm31.2mm while that of the biggest cell is 50mm38mm
31.2mm in x, y, z direction, respectively. Neumann boundary
condition is applied at the outflow boundary. Symmetry bound-
aries are used in a vertical direction and periodic boundaries are
used in the spanwise direction. Central difference numerical
scheme and Smagorinsky model are applied in this study.

Figure 8 presents the comparison of the turbulent characteristics
between the simulation and the experimental results at the inlet
plane. They agreed very well except the center region. The reason
is that the grid is relatively coarse in the center, which leads to the
smoothing of very sharp gradients. The overall difference is under

2In this study,x represents stream-wise,y-vertical andz-span-wise directions,
respectively

Fig. 2 „Continued …
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1 percent. It should be noted that the agreement is so good be-
cause the comparison is given for the inlet plane where the RFG
procedure was designed to reproduce the turbulence quantities
exactly.

Figure 9~a! shows the energy spectrum at the inflow boundary.
A sharp cut exists at wave length 0.01, which is matching the
length scale we selected for RFG. Figures 9~b! and 9~c! show the
energy spectrum atx50.16 andx50.53, respectively, which
were produced after the application of LES inside the domain.
From these figures, one can see that a good portion of the inertial
range is captured. With the grid becoming coarser in the wake,
only large wave lengths can be resolved.

Next we investigated the turbulence intensities downstream.
From Figs. 10–13 the Reynolds stresses computed along
y-direction at differentx locations are compared with the experi-
mental results. The comparison looks good although more quan-
titative studies would be appropriate. Near the very beginning of
the wake most of the fluctuations can be captured. Later in the
flow field, the percentage of the resolved turbulence is becoming
small due to the coarser grids. It can be noted that bothv8 anduv
at the secondx-station are higher than those at the first one. This
effect has been investigated and discussed by Nakayama and Liu
@20# where they attribute it to a near wake phenomenon. Figure 14
shows the decay of the turbulent kinetic energy along the center
line of the wake. Most parts of the turbulent kinetic energy have

been captured. We are confident to make an assumption that with
finer grids the turbulent resolution will be much better.

4 Applications

4.1 Boundary Conditions for LESÕRANS. As an illustra-
tion of the technique we used it first in conjunction with the
RANS and LES methods to simulate turbulent fluctuations in a
ship wake. The high-Reynolds number character of ship wakes
(Re;107– 108) makes it rather time-consuming to perform full-
scale LES of these flows. In this situation a combination of a
RANS and the RFG technique can offer an efficient way to re-
strict the LES runs to the wake region only.

Figure 15 shows a snapshot of an unsteady turbulent flow-field
in the inflow-plane serving as inlet condition for LES of a ship
wake. Initially a steady-state RANS solution is obtained~Figs.
15~a!, 15~c!!, providing turbulent stressesr i j and time-scalesv i .
Next, the RFG procedure is used to generate continuous time-
dependent inlet conditions with the given turbulence characteris-
tics ~r i j , v i , Figs. 15~b!, 15~d!!.

In another application~Fig. 16! turbulent flow around a ship-
hull was produced as a superposition of the mean flow velocity,
computed with a RANS method (k2e) ~Larreteguy@21#! and the

Fig. 3 Vorticity contours in the boundary layer „a… LES „Speziale, 1998 … „b… RFG „large
length-scale … „c… RFG „small length-scale …
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fluctuating velocity obtained with the RFG procedure. This flow-
field can be used to initialize the unsteady LES and for particle
tracking applications~see Section 4.2!.

As noted earlier, the flow generated in both cases may not
necessarily represent a realistic turbulent vortex dynamics at the
respective boundaries, but statistically the flow-field will repro-
duce the turbulent shear stresses and time/length scales correctly.
Furthermore, the statistics of turbulent fluctuations imposed at the
space/time boundaries may not necessarily be preserved by the
flow-solver inside the domain. That is, there may be a transition
region between the boundary and the inside of the domain where
the flow-solver will adjust to the boundary conditions. However,
if the boundary conditions were generated using continuous func-
tions and realistic turbulence quantities and spectra this transitionFig. 4 Convergence of velocity correlations „a… Diagonal cor-

relations „b… Cross Correlations

Fig. 5 Comparison with experimental data. „a… Fluctuating velocities, „b… axial Õ
vertical cross correlations.

Fig. 6 Normalized divergence of an anisotropic velocity field
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region will be small and the technique may still present a good
alternative to solving the complete NS equation in a larger com-
putational domain.

4.2 Particle Dynamics Modeling. Particle tracking in tran-
sient flows is usually a time-expensive computational procedure.
In the situations when the turbulent flow is computed using RANS
models it is possible to compute particle dynamics in a steady-
state mean flow field and add a fluctuating component to particle
velocities. When LES technique is used, particles should follow a
time-dependent flow-field and the fluctuating component should
still be added to it at smaller turbulence scales. In both cases the
fluctuating component is derived from the turbulence intensity and
length-scales, provided by the turbulence model.

4.2.1 Bubble-Dynamics in a Turbulent Flow.We shall con-
tinue with a ship-wake flow as an illustrative example of particle-
tracking application in turbulent high-Reynolds-number flows.
Simulations of bubbles in ship wakes requires account of several
processes, like drag, lift and buoyancy forces, bubble dissolution
in water, bubble interaction with the free-surface~including
bubble disappearance at the surface and bubble generation due to
air entrainment!. In some cases, because of uneven bubble distri-
bution ~e.g., local clustering!, the coalescence and/or breakup of
bubbles may be important. Because of this nonuniformity, sharp
gradients in bubble concentration, and low volume fraction of the
bubbles Lagrangian approach to model bubble dynamics is often
preferred. Compared to the two-fluids method~Elghobashi@22#,
Crowe @23#! the Lagrangian approach requires less empiricism
and is more suitable for parallel implementation. We use a particle
dynamics ~PD! algorithm based on efficient particle tracking,
population dynamics and a novel particle interaction techniques
~Smirnov et al.@14#!.

To simulate bubbles in a ship-wake we use the combination of
RFG and PD algorithms. Fluid velocity at the location of every
bubble was approximated as a sum of the mean fluid velocity
obtained from the RANS calculations and the fluctuating part
computed with the RFG procedure. Since RANS solution is given
only at the Eulerian grid-node locations and bubbles follow La-
grangian trajectories, an interpolation is required to approximate
the mean velocity at bubble’s current location. No such approxi-
mation is necessary for the fluctuating part, since the RFG proce-
dure defines a flow-field at every point in space and time. In the
simulation the bubbles were injected at a single point close to the

Fig. 7 The schematic of the flat plate wake

Fig. 8 Turbulence intensities at the inflow boundary, „a… Stream-wise, u rms , „b… span-wise, v rms , „c… vertical,
w rms , „d… shear Stress, uv rms
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ship hull where the turbulent kinetic energy was near its maxi-
mum ~Fig. 17!. Drag, buoyancy, and added-mass terms were in-
cluded~Crowe et al.@24#!. A total of 10,000 bubbles of 100 mi-
crons in diameter were continuously injected into the domain.
Two seconds of real-time were simulated for the ship-length of 6
m traveling with the speed of 3 m/s. The figure shows the ten-
dency of particles to agglomerate in dense groups. The character-
istic sizes of these groups are in many instances smaller than the

Fig. 9 Energy spectrum at different x locations, „a… Energy
spectrum at the inflow boundary, „b… energy spectrum at x
Ä0.16, „c… energy spectrum at the xÄ0.53

Fig. 10 Comparison between simulation and measured turbu-
lence intensity „u rms …. Present simulation results at x
Ä31.75 mm. Present simulation results at x
Ä158.75 mm. " " " Present simulation results at x
Ä361.95 mm. " " " " Present simulation results at x
Ä590.55 mm. h Experimental results „Ramaprian et al., … at x
Ä31.75 mm. s Experimental results „Ramaprian et al., … at x
Ä158.75 mm. n Experimental results „Ramaprian et al., … at x
Ä361.95 mm. # Experimental results „Ramaprian et al., … at x
Ä590.55 mm.

Fig. 11 Comparison between simulation and measured turbu-
lence intensity „v rms …. Symbols are the same as Fig. 10.

Fig. 12 Comparison between simulation and measured turbu-
lence intensity „w rms …. Symbols are the same as Fig. 10.
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grid-cell size. This reflects the very subgrid nature of the RFG
method, which enables to capture finer details of particle dynam-
ics than can be resolved on an Eulerian grid.

4.3 Large-Eddy Simulations„LES…. In Large Eddy Simu-
lations the RFG procedure can be used to generate random inflow-
conditions or serve as a subgrid-scale model. There is an exten-
sive literature regarding LES techniques~Piomelli @25#!. To reach
a state of developed turbulence in LES simulations requires a
substantial computational time. Regarding this there are two im-

portant problems in LES of a high-Reynolds number turbulence
that can be solved with the RFG procedure:~1! assigning initial
flow-field distribution and~2! assigning turbulent inflow condi-
tions. Conventionally, the first problem is dealt with by increasing
the transition phase of the simulation and the second by extending
the size of the computational domain. Consequently, the remedy
comes at a price of a longer execution time and higher memory
requirements. By using a RFG procedure to generate the initial
conditions one can cut down on the execution time considerably.
For stationary turbulence the approximate nature of the initial ve-

Fig. 13 Comparison between simulation and measured shear
stresses. Symbols are the same as Fig. 10.

Fig. 14 Kinetic energy profile along the center line in the wake
of a flat plate

Fig. 15 Unsteady inlet velocity components: inlet conditions for LES of a ship wake. „a… Streamwise „RANS…, „b… streamwise
„RANS¿RFG…, „c… vertical „RANS…, „d… vertical „RANS¿RFG….
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locity distribution with respect to the solution of the NS-equation
is of little significance, since these discrepancies are corrected in
the first few iterations of the NS-solver.

The problem of inlet conditions could be even more important,
since extending the computational domain will increase both ex-
ecution time and memory requirements of the simulation. In this
case, RFG can provide reasonable inflow conditions with the pre-
determined anisotropy properties. Here again, we illustrate these
advantages on the example of a ship wake. A complete LES simu-
lation of the wake would normally require simulating the unsteady
flow around the ship hull and in the wake region. Employing the
RFG procedure for the inlet conditions, we can restrict LES run to
the wake region only. In this case, the information on turbulence
levels and anisotropy at the inlet plane, required by RFG, can be
obtained from relatively inexpensive RANS calculations.

After validating this approach on the case of a flat-plate~see
Section 3!, we applied it to the wake of a model ship~Navy 5415
model ~Carrica et al.@26#!!. As in the flat-plate case the inflow
boundary was constructed using the data from RANS calculations
~Larreteguy @27#! ~Fig. 15!. The turbulent normal stresses are
based on the kinetic energy. The time scale and length scale which
are used in generation of the perturbation at the inlet plane are

selected from the corresponding relation between the turbulent
kinetic energy and its dissipation rate provided by the RANS
calculations.

Figure 18 shows the instantaneous stream-wise velocity con-
tours and vertical vorticity contours, respectively, in a plane par-
allel to the free surface, where some of the the turbulence struc-
tures in the wake can be observed. Small-scale turbulent structures
can be seen in both figures in the near wake region. These struc-
tures tend to increase in the far wake. This can be due to the
following two factors:~1! In the very near wake, fine grids are
applied so that smaller turbulence structures are captured.~2!
Physically, larger turbulence structures include more energy so
that they can last longer, while smaller turbulence structures have
less energy and die quickly by dissipation. Another phenomenon
is the increase of the width of the wake in the downstream direc-
tion. The mean velocity profile~not shown here! also supports this
result. Capturing of these phenomena testifies to the validity of
our approach of computing the inflow boundary.

5 Conclusions and Future Work
The analytical method of Kraichnan@10# was modified to ac-

count for the effects of inhomogeneity and anisotropy of turbulent
shear stresses. The technique was realized in an efficient random
field generation~RFG! algorithm which was tested on the cases of
isotropic turbulence, channel flow anisotropic flows, boundary
layer inhomogeneous anisotropic turbulence~Celik et al. @27#!
and flat-plate wake flow. The simulated flow fields are transient in
nature and satisfy the conditions of continuity and anisotropy for
homogeneous flows and to a good approximation satisfy these
conditions for inhomogeneous flows.

The RFG procedure offers a relatively inexpensive way to gen-
erate random velocity fluctuations, representing a turbulent flow-
field. Since the generated velocity field satisfies the relations of

Fig. 16 Turbulent velocity around a ship hull computed with
the RFG algorithm, view from below

Fig. 17 Bubbles in a ship wake. Background shading is ac-
cording to the turbulent kinetic energy.

Fig. 18 LES of a ship wake flow, „a… stream-wise velocity con-
tours of the simulated wake flow, „b… instantaneous vertical
vorticity contours
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continuity and anisotropy it is a far more realistic representation
of turbulence than can be obtained with a simple Gaussian veloc-
ity distribution using a random-number generator. Because the
flow-field produced by RFG may not satisfy the momentum equa-
tions it is still an approximation. However, in some applications
this approach may offer a simple and reasonably accurate way to
model turbulence without solving the complete Navier-Stokes
equation, which would require much more memory and execution
time.

In practical applications the RFG procedure provides the flex-
ibility of a trade-off between the accuracy of representing a tur-
bulent spectrum and memory/time requirement. By increasing the
spectral sample sizeN in ~4! one can increase the accuracy of
reproducing the turbulent spectrum at the cost of longer execution
time and higher memory utilization. In addition to that, since the
velocity field is calculated by analytical functions it is given at
any point in space and time, and not just at the grid nodes and at
discrete time values. Because of this quality, the method has a
potential as a subgrid-scale model for LES or RANS simulations
and in modeling turbulent particle-laden flows, although its valid-
ity in this respect would require a separate study.

Advancing the realistic LES run to the stage of developed tur-
bulence may require days of computation time.3 Similarly, to ob-
tain realistic turbulent inflow conditions may require the extension
of the computational domain with the corresponding increase in
computer time and memory requirements. The RFG technique can
reduce the flow initialization time to several hours and can be
used to continuously supply the turbulent inlet conditions close to
the domain of interest, thereby reducing time and memory re-
quirements of the LES simulations.

This study showed the feasibility of applying a hybrid LES
technique in combination with RFG algorithm to high-Reynolds
number flows, like those of ship wakes. It is also shown that the
technique can be used effectively in conjunction with a Lagrang-
ian particle dynamics approach, is appropriate for bubble tracking
in the wake and can be easily incorporated into LES codes.
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DNS 5 direct numerical simulation
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NS 5 Navier Stokes

RANS 5 Reynolds averaged Navier Stokes equation

RFG 5 random flow generation
PD 5 particle dynamics

l 5 length scale of turbulence
t 5 time scale of turbulence
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Computation of Particle and
Scalar Transport for Complex
Geometry Turbulent Flows
The prediction of particle and scalar transport in a complex geometry with turbulent flow
driven by fans is considered. The effects of using different turbulence models, anisotropy,
flow unsteadiness, fan swirl, and electrostatic forces on particle trajectories are shown.
The turbulence models explored include k2 l , zonal k2«/k2 l , and nonlinear eddy vis-
cosity models. Particle transport is predicted using a stochastic technique. A simple
algorithm to compute electrostatic image forces acting on particles, in complex geom-
etries, is presented. Validation cases for the particle transport and fluid flow model are
shown. Comparison is made with new smoke flow visualization data and particle deposi-
tion data. Turbulence anisotropy, fan swirl, and flow unsteadiness are shown to signifi-
cantly affect particle paths as does the choice of isotropic turbulence model. For lighter
particles, electrostatic forces are found to have less effect. Results suggest, centrifugal
forces, arising from regions of strong streamline curvature, play a key particle deposition
role. They also indicate that weaknesses in conventional eddy viscosity based turbulence
models make the accurate prediction of complex geometry particle deposition a difficult
task. Axial fans are found in many fluid systems. The sensitivity of results to their mod-
eling suggests caution should be used when making predictions involving fans and that
more numerical characterization studies for them could be carried out (especially when
considering particle deposition). Overall, the work suggests that, for many complex-
engineering systems, at best (without excessive model calibration time), only qualitative
particle deposition information can be gained from numerical predictions.
@DOI: 10.1115/1.1365959#

Introduction

The accurate computation of particle transport and deposition is
relevant to a wide range of industrial applications. These include
the modeling of fuel droplet trajectories in combustors@1# and the
movement of contaminants in@2,3# and around buildings. The
latter is considered by Hall and Cowan@4# and Drake et al.@5#.
Prediction of particle motion is also important in the design of
heat exchangers@6,7# and hydro cyclone and electrostatic@8,9#
dust collection systems. Since over five percent of electronic fail-
ures are caused by dust build-up, the prediction of particle depo-
sition is also highly relevant to electronic system design. Young
and Kallio @10# compute particle transport for turbulent flow in
computer disk drives. Tucker@11# considers laminar flow, particle
transport in a central processor unit.

The complex geometries and flow physics found in many real-
istic engineering applications give rise to unsteady oscillatory
flows. There has been little attention to the effect of unsteadiness
on particle transport. Accurate turbulence intensity predictions are
important for the prediction of particle transport. Commonly used
turbulence models can give significantly different intensity values
for the same flow. This is clearly illustrated by Hunt@12# and also
Tucker @13#. Also, many models do not account for anisotropy.
Zhou and Leschziner@14# demonstrate the importance of consid-
ering this with particle transport. In a number of practical situa-
tions ~especially in electronics, where interference shielding is
required!, charged particles are deposited onto earthed surfaces.
The charge gives rise to a particle electrostatic image force@15#.
This is an inverse square function of distance. Here a simple,
complex geometry approach for predicting image forces, based on
the wall distance method devised by Spalding@16# is described.

Using this, the importance of modeling these forces is explored.
Also, the effect of flow unsteadiness, turbulence model choice, fan
swirl, and anisotropy on particle transport is assessed for flow in
the three-dimensional complex system shown in Fig. 1. This is an
idealization of an electronic central processor unit. To explore

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
November 20, 2000; revised manuscript received February 6, 2001. Associate Editor:
L. Mondy. Fig. 1 Schematic of complex system
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scalar transport, comparison is made with smoke flow visualiza-
tion data. Particle deposition data is also compared with an
earthed surface Fig. 1 geometry.

Numerical Method

Fluid Flow and Turbulence Equations. For the cyclic-
unsteady, turbulent, constant density,r, flow of a fixed dynamic
viscosity, m, fluid, the governing equations can be expressed in
the following phase-averaged~see Bosch and Rodi@17#! tensor
form
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]^Ui&^U j&

]xj
52
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r

]^P&
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1
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]xj
S ]^Ui&
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]^U j&
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D
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]^2ui8uj8&

]xj
(1)

Equation ~1! implies that, along with other variables, the fluid
velocity u, at time t and a pointx, can be expressed asu5Ū
1u91u8, where Ū is a constant time averaged component,u9
temporal fluctuations about this andu8 turbulent fluctuations
aboutŪ1u9. The phase average velocity resolved by the numeri-
cal scheme can then be expressed as^U&5Ū1u9. The static
pressurê P&, as with other variables below, can be written in a
similar averaged manner. The corresponding continuity equation
is

]^U j&
]xj

50 (2)

For the successful prediction of the mean flow field and also par-
ticle transport the final Eq.~1!, ^2ui8uj8& phase-averaged Rey-
nolds stress term must be reasonably approximated. The most
popular, non-geometry specific, general engineering models char-
acterize this stress in terms of the, here phase-averaged, turbulent
kinetic energy,̂ k&, and its rate of dissipation,^«&. These two vari-
ables must characterize a multiplicity of turbulent length and time
scales. Their transport and also that of a general phase-averaged
scalar variable,̂C&, are generally expressed using the following
convection-diffusion equation
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Especially, for^k& and ^«&, Eq. ~3! arises from many modeling
assumptions. These are outlined by Chen and Jaw@18#. Specific
Eq. ~3! terms are given in Table 1, wheresF is a diffusion Prandtl
number,̂ m t& the turbulent viscosity andC«1 andC«2 calibration
constants.

For attached channel flows, and close to walls, the following
algebraic and hence more economical to compute wall distance
based̂ «& expression is sometimes found effective

^«&5
^k&3/2

^ l «&
(4)

In Eq. ~4!, the phase-averaged turbulence length scale is^ l «&
5C«0y(12n1e2A«^y1&/Cm

1/4
) and ^y1&5yr^k&1/2Cm

1/4/m. Elec-
tronic systems consist of many channel regions. On this basis, the

k2 l model is considered here. When Eq.~4! is used, on the
grounds of dimensional arguments, the turbulent viscosity can be
expressed as

m t5rCm^ l m&^k&1/2 (5)

giving the k2 l model of Wolfshtein@19#, where^ l m&5Cm0y(1

2n1e2Am^y1&/Cm
1/4

). When Eq.~3! is used witĥ F&5^«&, the fol-
lowing turbulent viscosity expression is implemented

m t5rCm

^k&2

^«&
(6)

Equation~6! completes the standardk-« model of Launder and
Spalding@20#. This, unlike thek2 l model presented above, does
not contain exponential near wall turbulence damping functions.
Therefore, it is only applicable to high turbulence Reynolds num-
ber regions away from walls. Hence, with this standardk-« model,
near walls, carefully positioned, logarithmic functions are re-
quired ~obviously, these can also be used in thek2 l model and
for one later case this is done!. The Reynolds stress related terms,
required in Eq.~1!, are found using either the linear Boussinesq
expression below, arising in an ad-hoc way from the laminar vis-
cous stress equation
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The parameter,d i j is the Kronecker delta~d i j 51 if i5j and
d i j 50 if iÞj!. A superior alternative to Eq.~7! is the following
nonlinear approximation~see Speziale@21#!
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The mean strain rateSi j in Eqs.~7! and~8! has the following form
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Also, theS̊i j term, in Eq.~8!, called the Oldroyd derivative, can
be expressed as
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Equation~7! is only really satisfactory for simple flows where just
one Reynolds stress term has significant influence. Equation~8! is
more realistic in allowing the inequality of normal stresses. Nu-
merous variants on Eq.~8! are now available.

Four significantly differing turbulence modeling strategies are
compared. These are:

~I! the standard lineark-« model ~Eqs.~3!, ~6!, and~7!!;
~II ! a lineark2 l model ~Eqs.~3!, ~5!, and~7!!;
~III ! a linear zonalk2«/k2 l model~Eqs.~3!, ~5!, ~6!, and~7!!

and
~IV ! a nonlinear zonalk2«/k2 l model~Eqs.~3!, ~5!, ~6!, and

~8!!.

For models~III ! and~IV !, wheny1>60 thek-« model is used
and fory1,60 thek2 l model is applied. Patching conditions at
the y1560 interface are given by@22#. Model ~IV ! is essentially
the same as~III !, except that the nonlinear ‘‘Boussinesq’’ approxi-
mation ~Eq. ~10!! is used in place of the linear approximation
implemented in models~I!–~III !. The following standard con-

Table 1 Equation „3… terms for specific ŠF‹ values

^F& Gf T1 T2

^k& m1^m t&/sk 1 ^«&
^«& m1^m t&/s« C«1^«&/^k& C«2^«&2/^k&
^C& m1^m t&/sC 0 0
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stants are used: sk51, s«51.3, sc'1,
A«50.263, Am50.016, CE5CD51.68, C«052.4, C«151.44,
C«251.92,Cm052.4, Cm50.09.

Boundary Conditions for Fluid Flow. For fluid velocities, at
solid surfaces the usual no-slip and impermeability conditions are
applied. At inflow boundaries the total pressure is fixed, the nor-
mal velocity set to conserve mass and the remaining velocity com-
ponents made zero. At flow outlets generally the pressure is fixed,
the normal velocity again set to conserve mass and the gradients
of all other variables set to zero in a second order fashion. The
slotted grills 1–4 are treated using quadratic loss coefficients.
Fans 1 and 2 are modeled using quadratic momentum sources.
When ^F&5^C&, in Eq. ~3!, ]^C&/]n50 at solid surfaces and
outlets. At the chosen inlet a specified^C& value is used. Fuller
boundary condition details can be found in Tucker@13#.

General Program Features. The flow governing equations
are discretized using a standard SIMPLE based structured finite
volume technique@23#. Generally, for the Fig. 1 geometry, around
0.5 million-control volumes are used, but to confirm grid indepen-
dence just over 4 million are implemented. The second-order
CONDIF ~Runchal@24#! convective term treatment and generally
a first-order fully implicit time scheme are used with time steps of
Dt50.001 s. However, fork2 l predictions adaptive time step-
ping is tried. Step refinement is based on comparison of the first-
order fully implicit results with either solutions using smaller
steps~step halving!, forward Euler results or trapezoidal. All three
approaches are found to give useful time savings. Further details
of the numerical methods are given by Tucker@13#.

Particle Trajectory Equations. Particle movement can be
calculated by solving the following Lagrangian particle trajectory
and momentum equation pair

dx

dt
5Up , m

dUp

dt
5SF (11)

wherem is the particle mass,x its position vector,Up the particle
velocity andt time.S F represents the sum of the external particle
forces. As usual, the drag forceFD5rCDpd2uDUuDU/8 is mod-
eled, whereDU5^U&2Up and ^U& is the phase averaged fluid
velocity, d the particle diameter, andCD a drag coefficient. The
gravitationalFg5(rp2r)pd3g/6 and electrostatic particle image
Fi forces are also considered. Therefore,SF5FD1Fg1Fi . Other
well documented forces@25#, notably, the Saffman~as in the pre-
dictions of @10# are ignored. The particle Reynolds number is
defined as Rep5rduDUu/m. As a drag estimate, for Rep,1, CD

524/Rep . If 1000>Rep.1, CD524(110.15 Rep
0.687)/Rep and

when Rep.1000,CD50.44. Equations~11! are integrated using
second-order Crank-Nicolson and fourth-order Runge-Kutta
methods, respectively. To illustrate some points to be made here,
it is sufficient to stop the integration when particles enter they1

,5 ~viscous sublayer! region. For selected deposition predictions,
integration is continued up to the wall. For these, the particles are
assumed to stick to the wall and not bounce. Due to electrostatic
forces~see later! this is the most appropriate boundary condition.
Seeded particles are initially assumed to have the same local ve-
locity as the fluid. Either point seeding or random seeding over a
specified region is used.

Accounting for the Effect of Turbulence on Particle Trans-
port. The instantaneous velocity field, with which the particle
interacts, is expressed as the sum of the phase averaged velocities
and a turbulence fluctuation magnitude. Therefore, the following
can be written

u5^U&1Ns1 , v5^V&1Ns2 , w5^W&1Ns3 (12)

For isotropic turbulence predictions

s15s25s35A2^k&/3 (13)

For anisotropic turbulence it is assumed

s15A^u1u1&, s25A^u2u2&, s35A^u3u3& (14)

where ^u1u1& ^u2u2& and ^u3u3& are given by Eq.~8!. N is a
Gaussian random number with a standard deviation of unity. It is
updated either when an eddy life (t1) is exceeded or the particle
traverses an eddy~this taking the eddy transit timet t!. To evaluate
the above two time scales an assumption about the eddy size^ l e&
is required. Following Gosman and Ioannides@1# it is assumed,

^ l e&5Cm
a ^k&3/2

^«&
(15)

Even when Eqs.~14!, to account for anisotropy are imple-
mented, Eq.~15! is still used. Therefore, with regards to size,
eddies are always assumed isotropic. In the context of the results,
where only relative influences are being assessed, this inconsis-
tency seems reasonable. In the work of others~see Milojevic
@26#!, to fit experimental data, the exponenta is varied between
0.32 and 0.9. Herea50.58, which is consistent with the predic-
tions of @26#. The eddy life time can be approximated as

t l5
^ l e&
s

, (16)

wheres5A2^k&/3. The transit timet t can be expressed as

t t5
^ l e&
vd

(17)

wherevd is the drift velocityu^U&2Upu. However, within an eddy
vd is not constant. Therefore, small time steps are implemented
and vd is computed each time step. Values ofvd are used to
calculate relative displacements within an eddy. When the total of
these is greater than̂l e& it is known the particle has left eddy and
N is recomputed.

Simple Electrostatic Force Algorithm. There is no electrical
field in the Fig. 1 geometry. All surfaces are earthed. Under these
conditions, electrostatic particle forces can be expressed as

Fi'
q2

16m2p«0m
n (18)

whereFi is the image force vector~see Kraus@15#!, «058.854
310212 F/m the free space permittivity ands the nearest wall to
particle distance. Maximum, particle charge,q, data for different
particle mass to diameter ratios are given by Blythe and Reddish
@27#. They can also be gained from Paschen’s law. Where particle
charges are considered here, maximum measured values are used.

For complex, cluttered geometries the control volume node to
nearest wall distancey can be calculated using a method derived
by Spalding@16# ~other approaches are possible, see for example
Sethian@28#!. This involves the solution of a Poisson equation of
the following form,

]

]xj
S ]L

]xj
D5C (19)

whereC521 andL is a variable whose gradient is related to the
wall distance. At solid wallsL50 and at flow boundaries
]L/]n50. Here,y is related toL using the slightly~the absolute
values of gradients are taken giving symmetrical wall distances
variations for symmetrical geometries! modified expression to
Spalding’s derived by Tucker@29# and given below

y52 (
j 51,3

U ]L

]xj
U6AS S (

j 51,3
U ]L

]xj
U D 2

12L D (20)

Derivation of the above requires the assumption that the surface
perpendicular toy is infinite. This approximation is reasonable in
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the regions of importance, which are close to surfaces. The nega-
tive root of Eq.~20! gives the nearest wall distance. This can be
expressed as the vector

y5n̂y (21)

The direction cosines ofn̂ can, as suggested by Tucker@29#, be
found using the gradient arguments given in Table 2. The max@ #
construct means that the maximum value inside the brackets is
taken. The particle to wall distance vectors,

s5xp2xn1y (22)

is the sum ofxp , the particle position vector, the position vector
for the node of the control volume the particle is in2xn and y
~see Fig. 2!. For geometries with sloping and curved surfaces,
more general expressions fors should be derived.

Accounting for Flow Unsteadiness. As part of this work, the
particle-tracking procedures were modified so that fluid flow and
particle time integrations could be coupled. Predicted unsteadiness
amplitudes and frequencies are significantly different to the mea-
sured. Therefore, as well as using numerical temporal informa-
tion, to crudely further gain an idea of the effect of unsteadiness,
the measured dominant average normalized resultant unsteadiness
uu9u/uŪu'0.175 and frequencyf 50.5 Hz are superimposed on a

predicted instantaneous flow field. A sinusoidal temporal velocity
variation is selected. Further, assumingu9/Ū'v9/V̄'w9/W̄
'uu9u/uŪu ~i.e., isotropy of the measured normalized unsteadi-
ness! gives

^U&5Ū~110.174 sin~2p f t !!, (23)

wheret50 just corresponds to the time the first particle is seeded,
particles being seeded one after another~sequentially!.

Discussion of Results

Fluid Velocity Validation. Particle trajectories are affected
mostly by the predicted velocity or turbulence field. Therefore, it
is worth considering errors in these. Figure 3 compares predic-
tions with LDA measurements in the region 0.37,X,0.53
~where the dimensionlessx coordinate has the range 0,X,1!,
for over 100 points. Figure 3~a! compares normalized mean ve-
locities. The1, 3 and d symbols represent the linear zonal,k
2« and k2 l predictions, respectively. For exact agreement all
data would rest on the 45 deg line. As can be seen, predicted
velocities are similar and in reasonable agreement with the mea-
surements. Corresponding turbulence intensity comparisons are
shown in Fig. 3~b!. The over prediction of turbulence by thek
2« approach and considerable discrepancies between models can

Fig. 2 Schematic showing particle location relative to a right
hand wall control volume center

Fig. 3 Comparison of predictions with LDA measurements: „a…
velocity comparison and „b… turbulence intensity comparison
„ line of exact agreement, ¿ kÀ«, x kÀ l , d linear zonal …

Table 2 Gradient arguments for direction cosines of n̂

Argument Direction cosines

U]L

]xU.maxFU]L

]yU,U]L

]zUG, ]L

]x
.0 n151, n250, n350

U]L

]xU.maxFU]L

]yU,U]L

]zUG, ]L

]x
,0 n1521, n250, n350

U]L

]yU.maxFU]L

]xU,U]L

]zUG, ]L

]y
.0 n150, n251, n350

U]L

]yU.maxFU]L

]xU,U]L

]zUG, ]L

]y
,0 n150, n2521, n350

U]L

]zU.maxFU]L

]xU,U]L

]yUG, ]L

]z
.0 n150, n250, n351

U]L

]zU.maxFU]L

]xU,U]L

]yUG, ]L

]z
,0 n150, n250, n3521
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be clearly seen. Overall, the zonal predictions are the most accu-
rate ~nonlinear zonal results, not shown here, give a slight turbu-
lence intensity accuracy improvement over the linear!. Therefore,
these are used as a datum for later comparisons.

Particle Dispersion. Particle dispersion algorithm validation
cases for homogenous turbulence are presented in Appendix A.
These give confidence in the newly developed particle transport
program. Figure 4 shows predicted Fig. 1 geometry particle dis-
persion. The fans produce a low-pressure area in the left-hand side
of the system. This draws fluid in through the left-hand lower hole
~flow inlet!. Unless otherwise stated 40,rp'1500 kg/m3,
d56 mm particles are seeded at the center of this. So that the
effects can be isolated, for all predictions, generally the same
datum mean isotropick2«/k2 l model velocity field is used. In
Fig. 4~a!, datum velocity field turbulent fluctuations are set to
zero. This, in a sense, mimics laminar flow. As expected, there is
no dispersion, all particles exactly overlaying. Figure 4~b! shows
the results when the datum field turbulent fluctuations are non-
zero. The significant effect of turbulence on dispersion is clear.
Anisotropy can have a major influence on particle and passive
scalar transport~see @14#!. This is illustrated in Appendix B,
where its flow modifying effects can also be seen. In Fig. 4~c!,
using Eqs.~8! and~14!, anisotropy is incorporated into the analy-
sis. A significant difference in particle paths is clear. This would
be greater if the effect of anisotropy on the fluid velocity field had
also been accounted for~i.e. the datum velocity field not used!.

Rather than show further plots, illustrating the effects of other
modeling aspects, Table 3 is used to quantify particle deviations
from ~unless otherwise stated! the isotropick2«/k2 l solution

shown in Fig. 4~b!. The deviation is defined as a root mean square
for the final positions of 1000 particles. For each pair of particle
paths under consideration, the deviation is calculated at the point
in time when the first particle is captured. Deviations are normal-
ized by the average system dimension (xmax1ymax1zmax)/3
'1/2 m and expressed as percentages.

As can be seen, like anisotropy, both general turbulence model
choice and unsteadiness have a significant effect on particle trans-
port. The unsteadiness deviation figure, quoted in the table, is
based on Eq.~23!. However, other numerically basedk2 l model
evidence also suggests significant temporally related particle path
deviations. The clear effect of fan 2 swirl on dispersion is also
shown in the table. The swirl component, supplied by the fan
manufacturer, is approximately 5.5 m/s. Due to a grill, fan 1 swirl
is negligible and so not accounted for. Table 3 shows the electro-
static force effect on particle transport is less but still significant.
However, for this estimate, larger~d513 mm! particle~which can
hold more charge2q51.7310215 C! predictions are made.

Fig. 4 Particle dispersion for the complex system: „a… ‘‘lami-
nar’’ flow; „b… isotropic turbulence; and „c… anisotropic turbu-
lence

Fig. 5 Comparison of smoke flow visualization evidence with
linear zonal predictions at the following dimensionless times:
„a… t*Ä1.2; „b… t*Ä2.4; „c… t*Ä3.6; „d… t*Ä4.8 and „e… t*Ä6.0.
Columns: „I… experimental flow visualization; „II… predictions
with no fan swirl and „III… predictions with fan swirl.

Table 3 Summary of particle deviations

Modeling aspect % Deviation

Anisotropy 19
k2« model 20
k2 l model 19
Unsteadiness 18
Fan 2 swirl 22
Electrostatic force 10
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The strong influence of fan 2 swirl is further illustrated along
with some basic flow features in Fig. 5. This compares linear
zonal model predictions with midz-axis, x-y plane smoke flow
visualization evidence. The left hand column~I! corresponds to
the experiment, and~II ! and~III ! Eq. ~3! ^F&5^C& predictions. In

column ~III ! ~unlike ~II !!, fan 2 swirl is modeled.
Frames~a!, ~b!, ~c!, ~d!, and ~e! correspond tot* 5tU0 /xmax

51.2, 2, 4, 3.6, 4.8, and 6, respectively, whereU0 is the charac-
teristic velocity for the fans. White areas correspond toC
.5 percent of the inlet value regions. This scale is chosen so as to

Fig. 6 Measured particle concentration contours for faces A-F

Fig. 7 Predicted particle concentration contours for faces A-F
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match the measurements att* 50.2. As can be seen, fort* .3.6
the experiments suggest considerable smoke dispersion down-
stream of fan 2. For the prediction without swirl~middle column!,
unlike the experiment, att* 54.8 a distinct jet of smoke can be
seen at the fan 2 exit. The inclusion of swirl~right-hand column!
considerably improves agreement in this region, and like the ex-
periment shows less movement of smoke through grill 3. Clearly,
for scalar and particle transport the modeling of fan swirl can be
important. Fans also induce extra turbulence~Lasance@30#!. This
has not been adequately accounted for in the fan model used here.
Turbulence intensity results are found insensitive to source term
enforced increases Gn turbulence energy production in Eq.~3!.
Further accuracy improvements could probably be made if this
matter is resolved. Figure 5 shows that, immediately after entering
the system most contaminants are drawn towards the fan 2 area.

Figure 6 shows measured particle concentration contours for
the left face-A, right face-B, top face-C, back face-D, vertical
face-E and horizontal face-F regions labeled in Fig. 1. Charged
particles are randomly seeded at the usual inlet~around 125,000
with an approximate Gaussian size distribution are used for pre-
dictions!. Deposition images are converted to contours using the
UTHSCSA ImageTool software. A seismic color scale is used,
red corresponding to higher particle concentration regions. The
high region ~i!, face-B, concentration appears to be caused by
impingement downstream of fan 2. Figure 7 gives corresponding
linear k2«/k2 l model deposited particle positions. The agree-
ment with the experimental data is disappointing. Fans and grills
are assumed to absorb 50 percent of the particles passing through
them. Fan 2 is assumed to produce a 30 percent turbulence in-
crease. Results are found highly sensitive to losses in and down-
stream of fan 2. However, to a large extent, differences are also

attributed to inadequacies in the predicted turbulent intensities. As
shown in Fig. 3~b! turbulence intensities are generally poorly pre-
dicted but dramatically~see Fig. 4! influence particle transport.

Figure 8, frame~a!, shows front face-G experimental data. The
red, region~v!, is most probably due to centrifugal deposition
arising from strongx-z plane ~around the fan 1 hub! streamline
curvature indicated in Fig. 8~b!. This figure also possibly partly
suggests the horizontal Fig. 8~c! ~previously presented in Fig. 6!
face-F area~iv! deposition. Reasons for this are that, first, strong
streamline curvature again appears to cause deposition around re-
gion ~iii ! on face-D~cf. Fig. 6. and 8~b!!. Heavier particles may
then drop out around region~iv!. Again, reminiscent of Fig. 7, the
predicted face-G deposition distributions,~see frame~d!! are dis-
appointing. However, it is pleasing to note, consistent with mea-
surements, face-G deposition levels are lower than-D. Figure 9~b!
gives predicted centerlinex-y plane streamlines. These perhaps
suggest centrifugal deposition is again a mechanism for the high
frame ~a! ~also shown in Fig. 6! face-C, region~ii ! deposition.

Conclusions
Comparisons have been made between velocity and turbulence

intensity predictions and measurements fork2«, k2 l , and zonal
turbulence models. Predicted velocities for the different models
were similar. However, they gave significantly different turbu-
lence intensities. The Lagrangian particle trajectory method was
validated against both analytical and experimental dispersion data.
A simple approach for predicting electrostatic Coulomb forces on
particles was presented. Turbulence model choice, anisotropy, un-
steadiness, fan swirl and, for larger particles, electrostatic forces

Fig. 8 Particle concentrations and computed flow field: „a…
face—G measurements; „b… x-z plane streamlines; „c… face—F
measurements and „d… face—G predictions.

Fig. 9 Measured particle concentrations and predicted flow
paths: „a… face—C measurements and „b… x-y plane predictions
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were all shown to have significant effects on particle transport.
When fan swirl is included agreement is improved with smoke
flow visualization evidence.

Results suggest, centrifugal forces, arising from regions of
strong streamline curvature, play a key particle deposition role.
They also indicate weaknesses in conventional eddy viscosity
based turbulence models make the accurate prediction of complex
geometry particle deposition a difficult task. Axial fans are found
in many fluid systems. The sensitivity of results to their modeling
suggests caution should be used when making predictions involv-
ing fans and that more numerical characterization work for them
could be carried out. Overall, the work suggests that, for many
complex-engineering systems, at best~without excessive model
calibration time!, only qualitative particle deposition information
can be gained from numerical predictions.
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Nomenclature

A« ,Am 5 turbulence model constants
a 5 exponent forCm
C 5 scalar concentration

CD 5 particle drag coefficient or turbulence
model constant

Cm , Cm0 , C«0 , 5 turbulence model
C«1 , C«2 , CE 5 constants

d 5 particle diameter
f 5 frequency of unsteadiness

F 5 force vector
g 5 earth’s acceleration due to gravity
k 5 turbulent kinetic energyui8ui8/2
L 5 Poisson equation wall distance variable

Rep 5 particle Reynolds number
l e , l m , l « 5 mixing lengths

m 5 particle mass
n 5 direction cosines
N 5 random number
P 5 static pressure
q 5 particle charge
s 5 distance between particle and wall

Si , j 5 mean strain rate
S̊i , j 5 Oldroyd derivative ofSi , j

T1 , T2 5 terms in transport equations forC, k, and«
t 5 time

U 5 velocity vector
Ui 5 xi velocity component
ui8 5 xi component of mean turbulence fluctua-

tion velocity
vd 5 particle drift velocityu^U&2Upu.
Xi 5 dimensionless Cartesian direction coordi-

nates
xi 5 Cartesian direction coordinates
y 5 distance to nearest wall
G 5 diffusion coefficient

Dt 5 time step
« 5 dissipation rate ofk

«0 5 free space permittivity
m,m t 5 laminar and turbulent viscosities

r 5 density
s 5 diffusion Prandtl number or turbulence fluc-

tuation magnitude
F 5 general flow variable

Subscripts

ave 5 pertaining to an average value
d 5 pertaining to drag
i 5 pertaining to an image force
k 5 pertaining to turbulence kinetic energy

max 5 pertaining to a maximum value
n 5 pertaining to a node
p 5 pertaining to a particle
t 5 pertaining to a timet
« 5 pertaining to the rate of dissipation ofk
o 5 reference value

Superscripts

1 or * 5 dimensionless variables

Appendix A

Particle Velocity Validation. Hinze @25# gives the following
analytically based dispersion expression

C~x,y,z!5
S

4pGuxu
exp

2U~~y2y0!21~z2z0!2!

4Guxu
(A1)

for fluid particles in homogeneous turbulent flow.S is a source
strength and G5Cmrk2/«. Present computations involving
30,000 particles are compared with Hinze’s expression in Fig. 10.
To build up a concentration profile from predictions 30 particle
bins are used. As can be seen, agreement is reasonable and could
be improved with more particles and bins. In Fig. 11, comparison
is made with Snyder and Lumley’s@31# experiment for dispersion
of hollow glass, corn pollen, solid glass and copper particles, in
grid generated turbulence. The mean square displacement is esti-
mated as

Yj
2~ t !5

(~Yjt2Y0!2

Nt
(A2)

Fig. 10 Comparison of predictions with analytical solution of
Hinze

Fig. 11 Comparison with measurements for dispersion in grid
generated turbulence
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whereNt is the number of particles at timet, Yjt is they location
of any particlej at the same timet andY0 the initial y position.
Some 1000 trajectories for each kind of particle are calculated and
averaged. As can be seen, agreement is reasonable, especially for
the corn pollen. This has a density similar to that for which most
of the results are presented.

Appendix B

Affect of Anisotropy on Transport Process. For channel
flows, unlike nonlinear turbulence models, linear turbulence meth-
ods do not predict experimentally observed recirculations~see
Speziale@21#! in the plane perpendicular to the streamwise direc-
tion. Figure 12 gives predicted velocity vectors, weightless par-
ticle paths, and the distribution of a passive scalar seeded up-
stream around the centreline for along channel. These predictions
partly verify the correct implementation the present nonlinear
model ~Model ~IV !!.
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Direct Numerical Simulation
of a Fully Developed Turbulent
Channel Flow With Respect to the
Reynolds Number Dependence
Direct numerical simulation (DNS) of a fully developed turbulent channel flow for various
Reynolds numbers has been carried out to investigate the Reynolds number dependence.
The Reynolds number is set to be Ret5180, 395, and 640, where Ret is the Reynolds
number based on the friction velocity and the channel half width. The computation has
been executed with the use of the finite difference method. Various turbulence statistics
such as turbulence intensities, vorticity fluctuations, Reynolds stresses, their budget terms,
two-point correlation coefficients, and energy spectra are obtained and discussed. The
present results are compared with the ones of the DNSs for the turbulent boundary layer
and the plane turbulent Poiseuille flow and the experiments for the channel flow. The
closure models are also tested using the present results for the dissipation rate of the
Reynolds normal stresses. In addition, the instantaneous flow field is visualized in order to
examine the Reynolds number dependence for the quasi-coherent structures such as the
vortices and streaks.@DOI: 10.1115/1.1366680#

Introduction
With the aid of recent developments in the super and parallel

computers, the direct numerical simulation~DNS, hereafter! of
turbulence is now being increasingly performed.

The DNS is a time-dependent and three-dimensional numerical
solution in which the governing equations are computed as accu-
rately as possible without any turbulence models introduced. The
DNS provides various information, such as velocity, pressure, and
their derivatives at any time and point in the instantaneous flow
field. These are extremely difficult to be measured in experiments.
The first attempt of the DNS was made by Orszag and Patterson
@1# 25 years ago for a homogeneous turbulence. For the wall
turbulence, the DNS of the fully developed turbulent channel flow
started more recently. It was, however, more than 10 years ago
when Kim et al.@2# ~KMM87, hereafter! published their DNS on
the turbulent channel flow. Their Reynolds number based on the
friction velocity ut and the channel half widthd was Ret5180.
Since then, the DNS of the turbulent channel flow has often been
performed because of its simple geometry and fundamental nature
to understand the transport mechanism. Kuroda et al.@3# and
Kasagi et al.@4# carried out the DNS for a slightly lower Reynolds
number of Ret5150. Kim et al.@5# ~KMM90, hereafter! also per-
formed a DNS with a higher Reynolds number of Ret5395. An-
tonia and Kim@6# analyzed the DNS data by KMM87@2# and
KMM90 @5# and obtained various turbulence quantities in the
near-wall region. They found that the Reynolds-number effect on
the turbulence quantities was rather significant. However, it is not
known yet whether this non-negligible dependence on the Rey-
nolds number could be extrapolated to a higher Reynolds number
or not. The authors group~Kawamura et al.@7#; Kawamura et al.
@8#! performed the DNS to include the scalar transport with vari-
ous Prandtl numbers for Ret5180 and 395. They carried out the
DNS also for a higher Reynolds number of Ret5640 and reported
preliminary results in Kawamura@9# and Kawamura et al.@10#.
Meanwhile the calculation was extended further; the present paper
reports the detailed results. Quite recently, Moser et al.@11# pub-

lished a brief communication on their DNS for a slightly lower
Reynolds number of Ret5590. Their results are also included in
this paper for comparison.

Extensive effort has been devoted to the experimental study of
the turbulent channel flow. Laufer@12# first obtained the detailed
turbulence statistics in the channel flow at three Reynolds num-
bers of Rec512,300, 30,800, and 61,600, where Rec is the Rey-
nolds number based on the centerline velocityuc and the channel
half width. Later, Hussain and Reynolds@13# reported the higher-
order turbulence quantities with the use of an extremely long
channel for Rec513,800233,300. Kreplin and Eckelmann@14#
made their experiments with the hot-film measurement for low
Reynolds numbers of Rec5280024100. Johansson and Alfreds-
son @15# carried out the experiment with the hot-film probes in a
water channel for Rec56900224,450, focusing on the Reynolds-
number effect. Wei and Willmarth@16# performed an experiment
with the laser-Doppler anemometer in a water channel for Rec
53000240,000 to investigate the existence of an inner scaling
law. Recently, Antonia et al.@17# made velocity measurement us-
ing the X-wire for Rec53300221,500 and also carried out the
DNS for Rec53300, and 7900. They examined the Reynolds num-
ber dependence concentrating mainly on the inner region. Al-
though a large amount of knowledge was accumulated through the
experiments, there existed always some discrepancies among the
existing experimental results, especially in the near-wall region.
More recently, Nishino and Kasagi@18,19# carried out the mea-
surement by the three-dimensional particle tracking velocimeter
method~PTV, hereafter! at a low Reynolds number of Ret5205
(Rec53755). They obtained a good agreement with the DNS of
KMM87 @2# including the near-wall region.

In the present work, the DNS of turbulent channel flow has
been carried out with the use of the finite difference method. The
Reynolds number is set to be Ret5180, 395, and 640. For Ret
5180 and 395, the obtained results are compared with those of
KMM87 @2# and KMM90@5# to show the reliability of the present
numerical method. On the other hand, Moin and Kim@20# carried
out a large eddy simulation for Ret5640 more than 10 years ago
to compare the results with the experiment of Hussain and Rey-
nolds @13#. The present computation is also executed for Ret
5640 based on that of Kawamura et al.@10#, which is, to the
authors’ knowledge, the highest Reynolds number ever simulated
through DNS for this configuration. Various turbulence statistics
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such as turbulence intensities, vorticity fluctuations, Reynolds
stresses, their budget terms, two-point correlation coefficients, and
energy spectra are examined to investigate the Reynolds-number
dependence in detail.

Computational Domain
The DNS must meet the following two requirements to ensure

the adequacy of the computation. One is that the computational
domain must be chosen to be large enough to contain the largest
eddies. The other is that the grid spacing must be fine enough to
resolve the smallest eddies. The former is confirmed if the two-
point correlation becomes zero within a half of the computational
domain. Recently, Jime´nez@21# pointed out that the product of the
wave number and the one-dimensional spectrum serves also as a
good measure of the computational domain. The latter can be
satisfied if the one-dimensional energy spectra shows enough
drop-offs for the high wave numbers. The present computation
takes into account the above requirements, although a rather
smaller volume is selected to save the computational storage. The
flow is assumed to be fully developed in an infinite two-
dimensional channel. The mean flow is inx direction and is driven
by a streamwise mean pressure gradient. Note thatx (x1), y (x2),
and z (x3) imply streamwise, wall-normal and spanwise direc-
tions, respectively. The periodic boundary condition is imposed in
x andz directions, while nonslip condition is adopted on the top
and bottom walls. The uniform meshes are used in thex and z
directions. On the other hand, the nonuniform meshes are adopted
in the y direction. The transformation is similar to that of Moin
and Kim @20# as

yj5
1

2a
tanh@j j tanh21 a#10.5, (1)

with

j j52112
j

N2
, (2)

where a is an adjustable parameter of the transformation~0
,a,1! andN2 is the grid number of they direction. In the case of
Ret5180 and 395, a constant value ofa50.967 and 0.980 are
adopted, respectively. On the other hand, in the case of Ret
5640, a function is employed for the parametera

a~j j !50.988520.5j j
210.405j j

3. (3)

The computational condition is shown in Table 1. Note that the
superscript1 indicates the quantities normalized by the wall vari-
ables, e.g.,y15yut /n and t15tut

2/n. For the highest Reynolds
number of Ret5640, the computation has been executed on
33, 554, 432~51232563256! grid points to resolve the smallest
eddies.

Numerical Procedures
The coordinates and flow variables are normalized by the chan-

nel half widthd, the kinematic viscosityn, and the friction veloc-
ity ut5(tw /r)1/2, where tw is the statistically averaged wall
shear stress andr is the density.

The fundamental equations are the continuity equation:

]ui
1

]xi*
50, (4)

and the Navier-Stokes equation:

]ui
1

]t*
1uj

1
]ui

1

]xj*
52

]p1

]xi*
1

1

Ret

]2ui
1

]xj*
2 1

] p̄1

]x1*
d i l . (5)

Here, i 51, 2, and 3 indicate the streamwise, wall-normal, and
spanwise directions, respectively. The variablest and p are the
time and the pressure. The superscript* indicates that the vari-
ables are normalized byd. Note that the third term for the right-
hand side of Eq.~5! is the streamwise mean pressure gradient.

The boundary conditions are

ui
150, at y50 and 2d. (6)

In the present computation, fractional step method proposed by
Dukowics and Dvinsky@22# is adopted for the computational al-
gorithm. Time advancement is executed by the semi-implicit
scheme: Crank-Nicolson method for the viscous terms~wall-
normal direction! and Adams-Bashforth method for the other
terms.

For spatial discretization, the finite difference method~FDM,
hereafter! is adopted. In the preceding DNSs, the pseudo-spectral
method ~PSM, hereafter! has been often preferred because a
higher-numerical accuracy can be obtained for a given grid size
through PSM than through FDM. On the other hand, the FDM has
a potential to be applied to more complex geometries and spatially
developing flow in future works; thus it is considered to be worth-
while to verify an applicability of the FDM to DNS in comparison
with existing PSM results. Several DNSs have been performed
with the use of FDM by Rai and Moin@23,24# for turbulent chan-
nel and boundary layer and by Gavrilakis@25# for square duct.

In the early stage of the present work, a series of computations,
were made in which DNSs of the fully developed turbulent chan-
nel flow were performed with various discretization methods in-
cluding the upwind and the second- and fourth-order central
schemes~Kawamura@26#; Suzuki and Kawamura@27#!.

As for the transport equation for the turbulent kinetic energy
and the Reynolds stresses, the use of the upwind scheme showed
an underestimation of the dissipation rate due to the numerical
viscosity in the transportation of the turbulent kinetic energy and
the Reynolds stresses. Even in the computation with the use of the
central scheme, the sum of the all terms in those transport equa-
tions never tended to fall to zero. It was noticed that this was due
to the inconsistency between the numerical and analytical differ-
ential operations employed in solution of the momentum and
transport equations.

The obtained conclusions can be summarized as follows. The
transport equation of the Reynolds stresses is derived from the
momentum equation through a lot of differential operations using
the continuity condition. In the calculation of DNS, the momen-
tum equation must be solved with a sufficient accuracy corre-
sponding to the order of applied discretization. Thus, if ever a
significant residual remains in the sum of the terms in the Rey-
nolds stress transport equations, it is because the numerical differ-
entiation scheme is not consistent with the analytical one. The
inconsistency was pointed out first by Schumann@28# more than

Table 1 Spatial resolution

Ret 180 395 640

Computational volume (x,y,z) 12.8d32d36.4d 6.4d32d33.2d 6.4d32d32d
Computational volume (x1,y1,z1) 2304336031152 2528379031264 40963128031280
Grid number 25631283256 25631923256 51232563256
Spatial resolution (Dx1,Dz1) 9.00, 4.50 9.88, 4.94 8.00, 5.00
Spatial resolution (Dy1) 0.20;5.90 0.20;9.64 0.15;8.02
Time integration (t1) 4,320 15,800 24,800
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twenty years ago. The authors group~Kawamura@26#; Suzuki and
Kawamura@27#! extended this idea to apply to DNS. The resultant
scheme was called the ‘‘consistent scheme’’ because of its con-
sistency between the numerical and analytical difference opera-
tions. It was originally with the second-order accuracy. Some
more details are given in the Appendix. Later, Kajishima@29# and
Morinishi @30# extended it into the fourth-order one. The present
computation has been executed with the second-order scheme;
while the fourth-order scheme is also tested and compared in the
Appendix. As for the computational stencil, the staggered grid is
adopted; that is, the pressure is located at the cell center and the
velocities at the cell surfaces.

The Poisson equation of pressure is solved using the tridiagonal
matrix algorithm in the wall-normal direction and the fast Fourier
transform ~FFT! in the streamwise and the spanwise directions
with the use of the second-order scheme. For the viscous terms,
the second-order central scheme is used.

The computer employed is NWT~Numerical Wind Tunnel! lo-
cated at the National Aerospace Laboratory. It is a vectorized
parallel computer with 166 processor elements, connected through
the cross bar network of 421 MB/s. The computation speed of
each processor is 1.7 GFLOPS, thus the theoretical maximum
performance of the whole system is 280 GFLOPS. In case of the
highest Reynolds number of Ret5640, the computation has been
made using of 64 processors with the typical integration time of
about 1.4 s for a time step. The calculation has been executed up
to 24,800n/ut

2 in order to obtain a stable statistical average.

Results and Discussion

Mean Flow Variables. Mean flow variables such as the bulk
mean velocityum , the mean centerline velocityuc , the Reynolds
numbers Rem , Rec , and Reu and the friction coefficientCf are
given in Table 2 for the three Reynolds numbers. Here, Rem is the
Reynolds number based on the bulk mean velocity and the chan-
nel width and Rec is the one based on the mean centerline velocity
and the channel half width. Note that Reu is based on the mean
centerline velocity and the momentum thickness. In the present
case, the momentum thicknessu is defined as

u

d
5E

0

1 ū1

ūc
1 S 12

ū1

ūc
1D dy* . (7)

In the case of Ret5640, Reu is about 10 percent lower than that of
the DNS with Reu51410 by Spalart@31# for the turbulent bound-
ary layer; while,uc for Ret5640 is roughly equivalent tou` for
Reu51410 by Spalart@31#, whereu` is the edge velocity. The
present results also agree with the correlation between the bulk
mean velocity and the mean centerline velocity proposed by Dean
@32#:

uc /um51.28 Rem
20.0116. (8)

The friction coefficient is defined as

Cf5tw /S 1

2
rum

2 D , (9)

where tw is the wall shear stress. Figure 1 shows the friction
coefficient in comparison with those of DNS by Kuroda et al.@3#
and KMM87 @2#. There included are the empirical correlation
proposed by Dean@32# for the channel flow and the one by Bla-
sius for the pipe flow. The present results are in good agreement

with them. However, there exists a small but discernible differ-
ence between the present and the KMM87@2# and KMM90 @5#
results. This is a reflection of the slight difference in the mean
velocity distribution in the channel center region.

The mean velocity distribution is given in Fig. 2 and compared
with the experiment of Hussain and Reynolds@13#. The DNS of
turbulent channel flow by KMM87@2# and KMM90 @5# and the
one of the turbulent boundary layer by Spalart@31# are also in-
cluded for comparison. The present result for Ret5640 is in good
agreement with the experiment by Hussain and Reynolds@13#;
while a slight deviation from Reu51410 by Spalart@31# is found
in the logarithmic region. This is due to a characteristic difference
between the channel and the boundary layer flows.

KMM87 @2# pointed out that the logarithmic region exists even
in the case of the lowest Reynolds number of 180; while it extends
up to a largery1 with the increase of Ret . Moreover, the wake
region is more clearly distinguished from the logarithmic one in
the case of the higher Ret s.

It is well-recognized that the logarithmic region can be ex-
pressed as

ū15
1

k
ln y11c, (10)

wherek is the von Karman constant andc is the additive constant.
Note that an overline denotes an average overx, z, and t. In the
turbulent boundary layer, Spalart@31# indicated that the result for
the higher Reynolds number of Reu51410 gavek50.41 andc
55.0. In the case of Ret5180, the additive constantc is 5.5,
which is in good agreement with that of KMM87@2#; while in the
case of Ret5640, the one by the present DNS decreases down to
5.2.

The von Karman constantk can be obtained from Eq.~10! as

Fig. 1 Friction coefficient

Fig. 2 Mean velocity distribution

Table 2 Mean flow variables

Ret um uc uc /um Rem Rec Reu Cf

180 15.72 18.38 1.17 5662 3309 2958.113 1023

395 17.70 20.48 1.16 13981 8090 7546.393 1023

640 19.00 21.85 1.15 24326 13984 12835.503 1023
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k5S y1
dū1

dy1 D 21

(11)

and is plotted in Fig. 3. It is well-known thatk obtained from the
experiments ranges from 0.40–0.42. The present calculation indi-
cates thatk is not completely constant but it stays at a roughly
constant value of 0.40 aroundy15502100. Moreover, the region
of the approximate constant tends to expand with the increase of
the Reynolds number.

Turbulence Intensities. The root mean square of velocity
fluctuations is shown in Fig. 4. Those of Moser et al.@11# andurms81

of Hussain and Reynolds@13# are also plotted for comparison. All
components increase with the increase of Ret . Antonia et al.@17#
indicated that the Reynolds number dependence forwrms81 is sig-
nificant compared to that forurms81 andv rms81 . In the present results,
not only wrms81 but alsov rms81 is enhanced with increasing Reynolds
number. Especially, the wall-normal and spanwise components
are enhanced. This is because the energy redistribution increases
remarkably forv rms81 and wrms81 with the increase of the Reynolds
number, as will be discussed later. In Fig. 4, the present result
shows good agreement with the measurement by Hussain and
Reynolds@13# for urms81 except for the peak value. This discrepancy
may also be caused by the difficulty in the measurement close to
the wall. The slight difference between the present (Ret5640)
and Moser et al.@11# (Ret5590) is due to the difference in Ret .
If they are plotted versusy/d instead ofy1, the agreement is
improved for the central region. In addition, the present results for
Ret5180 and 395 agree with those of Moser et al.@11#.

The root mean square of vorticity fluctuations normalized by
the wall variables, i.e.,v i8n/ut

2 are shown in Fig. 5. The near-wall
values of streamwise and spanwise vorticity fluctuationsvx8

1 and
vz8

1 increase with the increase of the Reynolds number. Espe-
cially, vz8

1 shows a larger value for a higher Reynolds number.
This is caused by the simple shear close to the wall. The wall
values ofvx8

1 andvz8
1 correspond to the coefficientsb3 andb1 ,

respectively, given in Table 3. The wall-normal vorticity fluctua-
tion vy8

1 , however, tends to become independent of the Reynolds
number in the near-wall region as reported by Antonia and
Kim @6#.

Reynolds Shear Stress. The Reynolds shear stress2u81v81

and the total shear stresst total are shown in Fig. 6. As the Rey-
nolds number increases, the peak value of the Reynolds shear
stress2u81v81 increases and its position moves away from the
wall. When Ret is 180, the peak of2u81v81 reaches 0.71 at
y1530; while, in the case of Ret5640, it becomes 0.87 aty1

542. On the other hand, the position of the peak moves closer to
the wall with the increase of the Reynolds number if scaled by the
channel half widthd.

The total shear stress is an identification that the calculation
reaches a statistically steady state. When the streamwise momen-
tum equation is ensemble averaged, the total shear stress can be
obtained as

t total512
y1

Ret
52u81v811

]ū1

]y1 . (12)

Once the statistically steady state is reached, the right and left-

Fig. 3 Von Karman constant

Fig. 4 Rms of velocity fluctuations

Fig. 5 Rms of vorticity fluctuations
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hand sides of Eq.~12! must be balanced. In the present DNS, the
statistically steady state can be confirmed for all the three Rey-
nolds numbers, as seen in Fig. 6.

Near-Wall Behavior. In the wall vicinity, the velocity fluc-
tuations can be expanded in terms ofy1 as

u815b1y11c1y121•••, (13)

v815 c2y121•••, (14)

w815b3y11c3y131•••. (15)

Considering the expansion of Eqs.~13! and ~14!, the Reynolds
shear stress can be expanded in terms ofy1 as

2u81v8152b1c2y131•••. (16)

The wall-values ofb1 , c2 , b3 , andb1c2 are extrapolated up to
the wall and given in Table 3 in comparison with Antonia and
Kim @6#. The present results agree well with those of Antonia and
Kim @6# in the near-wall region. A discrepancy can be observed
for b1c2. This seems to be caused by the location of the first grid
point and the staggered arrangement of the variables in this work.
In addition, the present results indicate that the coefficients ofb1 ,
c2 , b3 , andb1c2 increase with the increase of the Reynolds num-
ber. This is because the production rate of the turbulent kinetic
energy increases with the increasing Reynolds number as dis-
cussed later. Especially, the increase is significant when the Rey-
nolds number goes up from Ret5180– 395. In the case of Ret
5640, however, the increase is rather saturated. This indicates
that the low Reynolds-number effect is significant for Ret5180.

As for the wall-limiting value ofb1 or vz8 , a great deal of effort
have been devoted to reaching a consensus through the DNS and
experiment. However, there exists long discussion on the quantity
because of the experimental difficulties associated with the mea-
surements. Recently, Alfredsson and Johansson@33# carried out
the measurements in the air, oil, and water with the hot-film
probes and specially designed sensors. They indicated that the rms
of the velocity shear stress fluctuation in the streamwise direction
is 40 percent of the mean-shear stress for both the channel and the

boundary layer flows. This corresponds tob150.40 in the present
definition. Komminaho et al.@34# computed the plane turbulent
Couette flow at a Reynolds number of 750 based on half the
velocity difference between the walls and half the channel width.
They indicated a value ofb150.41 at the wall. This is in good
accordance with the present value ofb150.409 for Ret5640. In
the case of the Couette flow, the total shear stress is constant
independent upon the Reynolds number. This is equivalent to the
Poiseuille flow with an infinite Ret ~see Eq.~12!!. These indicate
that the decrease inb1 with decreasing Ret found in Table 3 is due
to the reduction of the total shear stress for the smaller Ret in the
wall vicinity.

Two-Point Correlations. Streamwise and spanwise two-
point correlations of velocity fluctuationsR( i i ) for Ret5640 are
shown in Fig. 7. No summation rule is applied to the parenthe-
sized indices. In the near-wall region, all of the three components
tend to fall off to almost zero within a half width of the compu-
tational domain for both the streamwise and spanwise directions.
Moving away from the wall, however, the spanwise two-point
correlationR11 gives a small but noticeable deviation from zero
even at the half of the spanwise computational domain. This
means that there exist the large scale structures in the center of the
channel and that the present computational domain is not enough
large to capture some of the largest scale ones. Recently, Jime´nez
@21# investigated the large scale structures in the center of the
channel and indicated that even the computational domain
adopted by Moser et al.@11# is too short to contain the large scale
ones. The large scale structures were also found by Komminaho
et al. @34# in the Couette flow. They observed streamwise struc-
tures of the order of 40d in the center of the channel. The above
large structures will be investigated with the use of the energy
spectra and be discussed later.

The spanwise two-point correlationR11 is given in Fig. 8 and
compared with the experiment by Nishino and Kasagi@19#. It is
interesting to note that the near-wall negative peak of the span-
wiseR11 becomes less prominent with the increase of Ret . This is
in accordance with the observation that the streamwise streaks are
clustered in higher Reynolds number as discussed later.

Energy Spectra. One-dimensional energy spectra of velocity
fluctuationsE( i i ) in the near-wall region for Ret5640 compared
with that for Ret5180 are shown in Fig. 9, wherekx andkz are
the wave numbers in the streamwise and spanwise directions, re-
spectively. Note thatE( i i ) is normalized by the wall units. The
energy spectra show acceptable drop-offs in the streamwise and
spanwise directions irrespective of the Reynolds number, although
a slight pile-up is seen for the highest wave numbers in the span-
wise direction. A large difference among three components is ob-
served in the lower wave number region for both the streamwise
and spanwise directions. Especially, the difference is significant
for the spanwise energy spectra. This indicates that the turbulence
structure for the near-wall region becomes more anisotropic in
space than the one for the channel center. Moreover,Evv andEww
exhibit noticeable increase in the lower wave number with in-
creasing Reynolds number for both the streamwise and spanwise
directions, which is in good accordance with the increase inv rms81

andwrms81 .
To investigate whether or not the smallest eddies are resolved,

Fig. 10 showskx
2Euu(«

3/n)21/4 referring to Saddoughi and Veer-
avalli @35#, which represents the energy spectra of the turbulence
dissipation rate. In the present result, its peak value occurs at
kx /kd50.120.2 and falls off forkx /kd.0.5 roughly irrespective
of the Reynolds number. This corresponds to the well-known fact
that the small scale eddies dissipate the energy at a lower wave
number than the Kolmogorov scale~Tennekes and Lumley@36#!.
Although, overkx /kd50.2, some difference is found between the
present result and that by PSM~Moser et al.@11#!, those higher

Fig. 6 Reynolds shear stress and total shear stress
distributions

Table 3 Near-wall expansion coefficient

Ret b1 c2 b3 b1c2

180 ~Present! 0.361 9.43 1023 0.199 7.93 1024

180 ~Antonia and Kim@6#! 0.356 8.53 1023 0.190 7.03 1024

395 ~Present! 0.395 1.13 1022 0.247 1.03 1023

395 ~Antonia and Kim@6#! 0.395 1.13 1022 0.245 9.53 1024

640 ~Present! 0.409 1.23 1022 0.261 1.13 1023
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wave numbers are less effective for the turbulence statistics. This
means that the present spatial resolution is sufficiently small to
resolve the energy dissipative eddies.

To show the validity of the adopted computational domain,
Figs. 11~a! and 11~b! show the premultiplied energy spectra
kxEuu /u8u8 and kzEuu /u8u8, respectively, referring to Jime´nez
@21#. In the near-wall region, the peak ofkzEuu /u8u8 occurs at
lz

1.100 independent of the Reynolds number, which agrees with
the well-known average spacing of the streamwise streak struc-
tures. On the other hand, that ofkxEuu /u8u8 arises atlz

1

.1000. These correspond to the formation of the streaks as
shown later~see Figs. 16 and 17!.

In the center of the channel, however, the peak ofkzEuu /u8u8
moves toward a largerlz

1 ; i.e., lz
1.1000 as indicated by Jime´-

nez @21#. On the other hand, that ofkxEuu /u8u8 stays atlx
1

.1000. This means that the spanwise structure is enlarged with
the increase ofy1. In the present computation for Ret5640, the
peak of kzEuu /u81u81 cannot be obtained at the center of the
channel. This indicates that the largest scale has not been captured
totally at the central region of the channel for Ret5640. The
present authors are now performing another computation with an
extended domain for streamwise and spanwise directions. The
preliminary results indicate that its effect on the fundamental tur-
bulent statistics is sufficiently small.

Budget of Reynolds Stressui8uj8 and Turbulent Kinetic
Energy k. Budget terms of Reynolds stressui8uj8 normalized by
n/ut

4 are expressed as follows:

Production: Pi j 52S uj8
1uk8

1
]ūi

1

]xk
1 1ui8

1uk8
1

]ū j
1

]xk
1 D ,

(17)

Turbulent diffusion: Ti j 52
]

]xk
1 ~ui8

1uj8
1uk8

1!, (18)

Vel. p. -grad. corr.: P i j 52S uj8
1

]p81

]xi
1 1ui8

1
]p81

]xj
1 D ,

(19)

Molecular diffusion: Di j 5
]2

]xk
12 ~ui8

1uj8
1!, (20)

Dissipation: « i j 52S ]ui8
1

]xk
1 D S ]uj8

1

]xk
1 D . (21)

Figure 12 shows the budget terms of the Reynolds stresses for
Ret5640 compared with those of Ret5180 and 395. Foru81u81

component, as the Reynolds number becomes higher, the peak
value of the production and the wall values of the molecular dif-
fusion and dissipation increase. The production almost balances
with the some of the dissipation and the velocity pressure-gradient
correlation~v.p.g, hereafter! terms. On the other hand, forv81v81

and w81w81 components, the v.p.g and dissipation terms are
dominant and increase significantly with the increase of the Rey-
nolds number. These indicate that the Reynolds-number effect on
v81v81 andw81w81 components is more enhanced than that of
u81u81.

Budget terms of turbulent kinetic energyk(5(u81u81

1v81v811w81w81)/2) normalized byn/ut
4 are given in Fig. 13

for the three Reynolds numbers calculated. Note that the v.p.g

Fig. 7 Two-point correlation coefficients of velocity fluctua-
tions for Re tÄ640: „a…, „b… streamwise, „c…, „d… spanwise corre-
lation coefficients

Fig. 8 Spanwise two-point correlation coefficient R11 at y¿

Ä11
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term is reduced to the pressure diffusion one due to the continuity
condition. Figure 13 indicates that all terms gradually increase
with the increase of Ret . Especially, the wall values of the dissi-
pation and molecular diffusion increase appreciably with the in-
creasing Reynolds number. The peak value of the production term
Pk,max becomes 0.25 as the Reynolds number goes to the infinity.
In the present results,Pk,max is 0.218 for Ret5180; while, it
reaches 0.239 for Ret5640. The increase inPk,max from Ret
5180 to 640 is small but significant. This point will be discussed
later together with the pressure strain term.

The v.p.g term can be split into the pressure strain and the
pressure diffusion terms as follows:

(22)

It is well-known that the pressure strain term plays a dominant
role on the energy redistribution. Figure 12 indicates that all the
components for the pressure strain term exhibit a prominent in-
crease with increasing Reynolds number. It is interesting to note
that the increase in the pressure strain ofu81u81 from Ret

Fig. 9 One-dimensional energy spectra of velocity fluctuations for Re tÄ640 in comparison
with Re tÄ180: „a… streamwise, „b… spanwise

Fig. 10 Streamwise one-dimensional energy dissipation spec-
tra normalized by Kolmogorov scale

Fig. 11 Premultiplied energy spectra for Re tÄ640 „a…
k zEuu Õu 8u 8, „b… k xEuu Õu 8u 8
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5180– 640 is about 0.02 around its peak. This value is roughly
equal to the increase in the peak ofPk . SincePk is a half of the
P11, it means that about half of the increase in the production rate
of u81u81 is consumed byu81u81 itself and the rest half is
transferred to the other components. This is the reason whyv rms81

andv rms81 increase significantly with the increase of the Reynolds
number.

Dissipation Rate of the Reynolds Stresses.The dissipation
rate of the Reynolds stresses is the quantity obtained best from
DNS. The anisotropy of the dissipation rate for the normal Rey-
nolds stress components is of a great concern in the modeling of
turbulence. Mansour et al.@37# examined the DNS data of
KMM87 @2# for Ret5180 and found that the following expression
is a good approximation except for the off-diagonal components:

«~ i i !5
u~ i !81u~ i !81

2k
2«. (23)

The present results are compared with the above approximation in
Fig. 14. The agreement is generally good for all the normal com-
ponents. If examined more precisely, however, the agreement is
less satisfactory in the central region ofi 51 and 2 and also in the
near-wall region ofi 52. In the near-wall region, referring to
Launder and Reynolds@38#, the relation of Eq.~23! is exactly
valid for i 51 and 3; while, fori 52, the wall asymptotic value of
«22 becomes

«2254c2
2y12, (24)

wherec2 is the expansion coefficient in Eq.~14!. The above rela-
tion is shown in Fig. 14 with a dashed straight line; the agreement
is good in the close vicinity of the wall. The above Eq.~24! is
equivalent to

«2254
v81v81

2k
2«, (25)

instead of Eq.~23!. This is one reason why the agreement of Eq.
~23! is not so good fori 52 as seen in Fig. 14.

To examine the above approximation further, the anisotropy
tensors are defined for the Reynolds stress and its dissipation rate
as follows:

Fig. 12 Budget of Reynolds normal stresses: „a… u 8¿u 8¿, „b…
v 8¿v 8¿, „c… w 8¿w 8¿, , RetÄ640; – – –, RetÄ395; - - -, Ret

Ä180

Fig. 13 Budget of turbulent kinetic energy: ——, Re tÄ640;
, RetÄ395; - - -, RetÄ180

Fig. 14 Dissipation rate of the normal Reynolds stresses for
RetÄ640 symbol, «

„ i i … by Eq. „23…; , u
„ i …8¿u

„ i …8¿„«Õk …;
" " " , „2Õ3…«; , 4c 2

2y¿2
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bi j 5
ui8

1uj8
1

2k
2

d i j

3
, (26)

di j 5
« i j

2«
2

d i j

3
. (27)

Antonia et al.@39# compared the relation betweenbi j anddi j for a
turbulent boundary layer. The same kind of comparison is made
here for the turbulent channel flow in Fig. 15. For the above
approximation of Eq.~23! to be exactly valid, the equalitydi j
5bi j must hold. The arrows in Fig. 15 indicate the direction from
the wall to the channel center. The starting point~wall value! lies
on the line ofdi j 5bi j ; especiallybi j 5di j 521/3 for i 5 j 52.
The relation ofdi j 5bi j holds roughly for the whole region. It is,
however, interesting to note thatdi j becomes parallel to the hori-
zontal axis where the absolute value ofbi j is small. This means
that the dissipation becomes nearly isotropic irrespective of the
Reynolds stress anisotropy in the central region. This supports the
well-known belief that the dissipation must be almost isotropic
because it takes place in the microscale, which is more isotropic
than the large scale eddies. The isotropic expression

«~ i i !5
2

3
« (28)

is plotted with the dot-dashed line in Fig. 14. This is indeed in a
better agreement than Eq.~23! in the central region.

Instantaneous Flow Field. A lot of knowledge has been ac-
cumulated for the turbulent structures through the experimental
observation and the analysis of the DNS data. In the present study,
we focus mainly on the Reynolds number dependence for the
quasi-coherent structures such as vortices and streaks. Figures 16
and 17 show the high- and low-speed streaks and the second in-
variant of the deformation tensor (II 85]ui8/]xj•]uj8/]xi) for
Ret5180 and 640. The visualized domain is set in wall units to be
115231803576 for Ret5180 and 204836403640 for Ret5640
in x, y andz directions, respectively. Note that fluid flows from the
bottom left to the top right.

Chong et al.@40# proposed the identification of the vortex re-
gion which exhibits the circular or spiral motion with using the
second invariant of the deformation tensor. The low pressure re-
gion (p81) does not necessarily correspond to the vortex core as
indicated by Kim@41# and Robinson@42#. Thus, the second in-
variant of the deformation tensor is adopted to detect the vortex
structure in the present research. When the Reynolds number is
low as Ret5180, the well-known vortex structures such as single
quasi-streamwise vortices are dominant. On the other hand, as the
Reynolds number increases up to Ret5640, many different vorti-
cal structures such as the vortical arches are found besides the
single streamwise vortices. The vortical arches are rolled up over

the low-speed streaks. Other vortices including the single stream-
wise vortices are also associated closely with the low-speed
streaks.

As for the streaks, high- and low-speed streaks are obtained for
both Ret’s. The low-speed streaks are more elongated than the
high-speed ones for both of the Reynolds numbers observed. The
spanwise two-point correlationR11 is generally used to estimate
the spacing of the streaks. It is known that the position of the
negative peak ofR11 provides an estimation of the mean separa-
tion between the high- and low-speed streaks; that is, the streak
spacing becomes twice of the distance to the negative peak.
KMM87 @2# obtained the minimum value ofR11 at z1.50 and

Fig. 15 Relation between anisotropy tensors b ij and d ij

Fig. 16 High- and low-speed streaks and the second invariant
of the deformation tensor for Re tÄ180 „u 8¿ËÀ3.0; light-gray,
u 8¿Ì3.0; dark-gray, II8¿ËÀ0.03; white …

Fig. 17 High- and low-speed streaks and the second invariant
of the deformation tensor for Re tÄ640 „u 8¿ËÀ3.0; light-gray,
u 8¿Ì3.0; dark-gray, II8¿ËÀ0.03; white …
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indicated that the streak spacing wasDz1.100, with which the
present DNS for Ret5180 gives a good agreement as shown in
Fig. 16. Comparison of Figs. 16 and 17 indicates that the separa-
tion of the high- and low-speed streaks is more prominent in the
lower Reynolds number and less in the higher one. That is, in case
of Ret5640, the shape of the streaks becomes more complicated
and the several streaks are clustered with each other. Moreover,
several low-speed streaks are often lifted up from the wall and
finally broken up~see Fig. 17!. This observation is in agreement
with the finding that the local minimum of theR11 becomes less
prominent with the increase of the Reynolds number as seen in
Fig. 8.

Conclusions
The direct numerical simulation of a fully developed turbulent

channel flow has been carried out. The Reynolds number is set to
be Ret5180, 395, and 640. The computation has been executed
with the use of the finite difference method. Various turbulence
statistics, such as turbulence intensities, vorticity fluctuations,
Reynolds stresses, their budget terms, two-point correlation coef-
ficients and energy spectra, were obtained to investigate the Rey-
nolds number dependence. The conclusions are derived as
follows:

1 With the increase of Ret , the increase in the wall-normal
(v rms81) and spanwise (wrms81) components is more enhanced than
that of the streamwise one (urms81). About half of the increase in the
production rate ofu81u81 is consumed byu81u81 and the rest
half is transferred to the other components.

2 The near-wall expansion coefficients increase significantly as
the Reynolds number goes up from Ret5180– 395, but become
rather saturated for Ret5640. The wall-limiting value ofb1 ob-
tained as 0.409 agrees with the experiment for the channel flow by
Alfredsson and Johansson@33# and the DNS for the Couette flow
by Komminaho et al.@34#.

3 The examination of the spanwise two-point correlation coef-
ficient R11 reveals that the negative peak ofR11 becomes less
prominent with the increase of the Reynolds number. This agrees
with the more complex streak shapes observed in the instanta-
neous velocity field for the higher Reynolds number.

4 The dissipation energy spectrakx
2Euu(«

3/n)21/4 in the center
of the channel exhibits a peak value atkx /kd50.120.2 and falls
off for kx /kd.0.5 irrespective of the Reynolds numbers calcu-
lated as indicated by the local isotropic theory~Tennekes and
Lumley @36#!.

5 The anisotropy of the dissipation rate for the Reynolds nor-
mal stresses is compared with closure models. The anisotropy is
pronounced in the wall vicinity; while the well-known isotropic
nature is confirmed in the central region for a higher Reynolds
number.

6 The second invariant of the deformation tensor represents the
vortices such as the single streamwise vortices and the vortical
arches for Ret5640. In addition, different vortical structures are
captured with the increase of the Reynolds number. As for the
streaks, rather simple and separated streaky structures are ob-
served for the lower Reynolds number of Ret5180; while, the
shape of the streaks becomes more complicated and several
streaks are clustered with each other for the higher Reynolds num-
ber of Ret5640.

The present database is open to public access. The detailed
information is given at http://muraibm.me.noda.sut.ac.jp/e-
pagel.html.
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Nomenclature

bi , ci , di 5 coefficient of series expansion
bi j 5 anisotropy tensor of Reynolds stress
Cf 5 friction coefficient

c 5 additive constant of the logarithmic law
di j 5 anisotropy tensor of dissipation rate
Ei j 5 one-dimensional energy spectra of velocity fluc-

tuations
k 5 turbulent kinetic energy

kx , kz 5 wave number for streamwise and spanwise di-
rection

kd 5 Kolmogorov wave number
p 5 pressure

Pk 5 production rate for the turbulent kinetic energy
Rii 5 two-point correlation coefficient of velocity

fluctuations
Ret 5 Reynolds number5utd/n
Rem 5 Reynolds number5um2d/n
Rec 5 Reynolds number5ucd/n
Reu 5 Reynolds number5ucu/n

t 5 time
ui , u, v, w 5 velocity component

ut 5 friction velocity5Atw /r
uc 5 mean centerline velocity
um 5 bulk mean velocity
u` 5 edge velocity of the turbulent boundary layer

x1 , x 5 streamwise direction
x2 , y 5 wall-normal direction
x3 , z 5 spanwise direction

Greek

d 5 channel half width
d i j 5 Kroneker symbol

« 5 dissipation rate of turbulent kinetic energy
« i i 5 dissipation rate of Reynolds stress
k 5 von Karman constant
u 5 momentum thickness
n 5 kinematic viscosity

v i 5 vorticity component
r 5 density

lx , lz 5 wavelength for streamwise and spanwise direc-
tion

tw 5 statistically averaged wall shear stress
t total 5 statistically averaged total shear stress

Superscripts and Subscripts

~ !* 5 normalized byd
( )1 5 normalized byut , n andr
( )8 5 fluctuationcomponent
(¯) 5 statistically averaged overx, z, andt

( )rms 5 root mean square
( )max 5 maximum value

Appendix

A. Consistent Scheme. The convection terms forui can be
expressed in either advective (adv.[uj]ui /]xj ) or divergence
(div.[]/]xjuiuj) forms. Since

]

]xj
uiuj5uj

]ui

]xj
1ui

]uj

]xj
, (29)

the advective and divergence forms are analytically equal if the
continuity condition is satisfied. Thus, this equality must be satis-
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fied in the numerical discretized scheme, too. This is the consis-
tency between the analytical and numerical differential operations.

In the present computational stencil, the staggered grid is
adopted; that is, the pressure is located at the cell center and the
velocities at the cell surfaces.

The following difference operation is defined referring to
Morinishi @30#

df

dx1
5

f~x11h1/2, x2 , x3!2f~x12h1/2, x2 , x3!

h1
, (30)

wheref is a variable in thex1 direction. Interpolation operator is
given as

f̄
x15

1

2
~f~x11h1/2, x2 , x3!1f~x12h1/2, x2 , x3!!. (31)

Moreover, a special interpolation of the variables betweenf and
c in the x1 direction is expressed as

fc
x1

[
1

2
f~x11h1/2, x2 , x3!c~x12h1/2, x2 , x3!

1
1

2
c~x11h1/2, x2 , x3!f~x12h1/2, x2 , x3!. (32)

The present numerical discretization is based on the second
accuracy~Kawamura@26#; Suzuki and Kawamura@27#! and de-
fined as follows.

The discretized continuity equation can be expressed as

~Cont.![
dui

dxi
50. (33)

For the convective terms, the advective and divergence forms are
discretized as

~Adv.! i[uj
xi

dui

dxj

xj

, (34)

and

Fig. 18 Mean velocity distribution by fourth-order calculation
Fig. 19 Rms of velocity fluctuations by fourth-order
calculation

Fig. 20 One-dimensional energy spectra of velocity fluctuations by fourth-order calculation:
„a… streamwise, „b… spanwise
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~Div. ! i[
duj

xi
ui

xj

dxj
. (35)

One can easily confirm that these forms are connected with the
following relation:

~Adv.!a5~Div. !a2ua•~Cont.!
1xa

, (36)

where the summation convention is not applied to the suffixa.
Equation~36! corresponds to the analytical equality of Eq.~29!.
Therefore, the discretized scheme becomes independent of the
above forms within the numerical accuracy of the continuity equa-
tion ~Eq. ~33!!. In the present computation, the advective form is
adopted for the convective terms. Similar numerical operations
have also been devised to calculate the budget terms of the Rey-
nolds stress transport equations with retaining the consistency.

B. Fourth-Order Calculation. To examine the numerical ac-
curacy of the present calculation, the fourth-order scheme pro-
posed by Morinishi@30# is adopted in thex and z directions for
spatial discretization. The rest of the calculation method is the
same as the one adopted in the text. The Reynolds number is set to
be Ret5640.

The mean velocity distribution and the root mean square of the
velocity fluctuations are shown in Figs. 18 and 19, respectively.
The results by the fourth-order scheme are in agreement with
those by the second-order one in the whole region. The small
discrepancy, however, is observed in the channel center region for
the turbulence intensities, but it is not significant.

One-dimensional energy spectra of velocity fluctuationsE( i i )
are given in Fig. 20 in comparison with that of the second-order
scheme. In the streamwise energy spectra, no significant differ-
ence can be found between the second- and fourth-order schemes.
In the spanwise energy spectra, on the other hand, a noticeable
difference can be seen in the highest wave numbers. These wave
numbers are, however, already beyond the peak of the dissipation
spectra; thus the effect is not so significant so long as higher-order
correlations and derivatives are not concerned.

For the results, it can be concluded that the mean properties and
the second moment correlations can be captured even by the
second-order scheme with the present grid resolution. This con-
clusion, as a matter of course, depends upon the grid resolution. In
the case of DNS, however, an enough fine grid is adopted inevi-
tably to capture the finest scale of turbulence. This is the reason
why the acceptable results can be obtained even with the second-
order scheme.
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A Study on Turbulent Boundary
Layers on a Smooth Flat Plate in
an Open Channel
An experimental study was undertaken to investigate the characteristics of turbulent
boundary layers developing on smooth flat plate in an open channel flow at moderately
high Froude numbers (0.25,Fr,1.1) and low momentum thickness Reynolds numbers
~800,Reu,2900!. The low range of Reynolds numbers and the high Froude number
range make the study important, as most other studies of this type have been conducted at
high Reynolds numbers and lower Froude numbers (;0.1). Velocity measurements were
carried out using a laser-Doppler anemometer equipped with a beam expansion device to
enable measurements close to the wall region. The shear velocities were computed using
the near-wall measurements in the viscous subregion. The variables of interest include the
longitudinal mean velocity, the turbulence intensity, and the velocity skewness and flat-
ness distributions across the boundary layer. The applicability of a constant Coles’ wake
parameter (P50.55) to open channel flows has been discounted. The effect of the Froude
number on the above parameters was also examined.@DOI: 10.1115/1.1366321#

1 Introduction
In an extensive review and analysis, George and Castillo@1#

report that the turbulent boundary layer is the most investigated
aspect of turbulent flows. This is not surprising from a practical
viewpoint as turbulent boundary layers are encountered in many
industrial and environmental applications. For example, the esti-
mation of mixing of pollutants in water bodies and sediment trans-
port rates in open channels will be directly influenced by the na-
ture of the turbulent boundary layer. The friction characteristics of
boundary layers have been studied extensively for the better part
of the last ten decades. Our ability to model the various practical
flows is limited by our understanding of turbulent boundary lay-
ers. In open channel flows, there still remain important questions
regarding the structural characteristics of turbulent boundary lay-
ers. Many of the previous investigations have centered on either
identifying the various regions of the boundary layer or character-
izing deviations from a universally accepted standard form. In
open channel flows, the development of the laser-Doppler an-
emometer~LDA ! has enabled researchers to overcome the intru-
sive nature of other measuring devices and assisted a great deal in
deciphering some of the structural characteristics. The LDA has
especially played a very important role in conducting measure-
ments in the near-wall viscous region.

Previous Studies. One should recall that researchers working
in closed conduits and pipe flows have carried out extensive ex-
periments and analysis of turbulent boundary layers. Starting with
Keulegan’s@2# suggestion, a significant part of this analysis has
been essentially borrowed and used in open channel flows, which
assumes that there is no Froude number effect. A number of ex-
perimental@3–11# and a few analytical@12,13# open channel flow
investigations have been carried out. The textbook by Nezu and
Nakagawa@14# has come to be accepted as the standard reference
for turbulent boundary layers in open channel flow and provides
an important collation of data and results. It is presently well
understood that the turbulent boundary layer characteristics are a
function of the momentum thickness Reynolds number. For ex-
ample, Nezu and Rodi@6# identified an increasing fullness in the

velocity profile with increasing Reu and an increasing turbulence
intensity with increasing Reu . Froude number is generally as-
sumed to have no effect on the friction characteristics of open
channel turbulent boundary layers@15#. This agrees with Keule-
gan’s @2# suggestion that pipe flow formulations could probably
be adopted in open channel flow.

Table 1, adopted and modified from that presented by Nezu and
Nakagawa@14#, provides a brief summary of the previous mea-
surements in open channel flow turbulent boundary layers. Some
of the above studies have pointed out the deficiencies/limitations
in extrapolating information from closed conduit and zero-
pressure gradient flows to open channel flows. There has been
little work done at the lower range of Reynolds numbers. There
has also been little work done to study the effect that Froude
number has on the various parameters characterizing turbulent
boundary layers in open channel flows@15#.

Present Study. Froude number directly relates to the speed of
a surface disturbance, and since a Froude number increase causes
the surface disturbance to increase@16#, the effect of the Froude
number on the wake parameter was of interest in this paper. This
is particularly important in shallow open channel flows due to the
proximity of the boundary layer wake region to the free surface.
In this work, the effect of Froude number can be viewed as a
perturbation applied to a canonical boundary layer. Recent work
@10# has indicated that open channel boundary layers in shallow
flows behave somewhat differently from canonical boundary lay-
ers. For example, existing literature suggests that the wall normal
turbulence fluctuation goes to zero at the free surface and the
vertical component of the turbulence kinetic energy is redistrib-
uted to the streamwise and spanwise components via the pressure
strain.

The present study was carried out using a single component
LDA system in open channel flow turbulent boundary layers. Be-
cause Froude number increases cause the surface disturbance to
increase, measurements were conducted both at subcritical states
~Fr;0.3,0.8! and at a supercritical state~Fr.1.0!. This is signifi-
cant, as most measurements in this area have been done at low
Froude numbers~Fr;0.1!. At each Froude number, the flow Rey-
nolds number based on the boundary layer momentum thickness
(Reu) varied from 800–2900. The variables of interest include the
longitudinal mean velocity, turbulence intensity, skewness and

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
March 1, 2000; revised manuscript received January 29, 2001. Associate Editor:
D. R. Williams.

394 Õ Vol. 123, JUNE 2001 Copyright © 2001 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



flatness factor of the velocity distribution. The universality of the
von-Karman constant~k! was verified and the applicability of the
log-law was also identified.

2 Experimental Arrangement

Open Channel Flume. An open channel flume available at
the University of Saskatchewan Hydrotechnical Laboratory was
used in the present study. The flume was 10 m in length, 0.8 m
wide, and 0.6 m deep. The bottom of the flume was made of brass
and the sides were of tempered glass. At the upstream end of the
flume, a settling tank, a contraction, and several stilling arrange-
ments were used to reduce the turbulence level in the flow. A
downstream gate was used to control the water depth in the flume.
In order to ensure that a controlled boundary layer is developed in
the test region, all the measurements were conducted on a pol-
ished aluminum plate placed on the bottom of the flume. Figure 1
shows a schematic of the flow field. The leading edge of the plate
was 5 m from the contraction. The surface of the plate was 63 mm
above the bottom of the flume. The flow was free to pass over and
below the plate. As is well known, for the present flow configu-
ration, the turbulent boundary layer is expected to be fully devel-
oped at a distance of about 50–70 depths from the leading edge.
To ensure a developed boundary layer at closer distances, tripping
of the boundary layer was necessary. A wire 1.0 mm in diameter
was fixed across the plate, 250 mm from the leading edge in order
to trip the flow. For the purpose of this study, the coordinate
system has its origin situated at the leading edge of the plate along
the channel axis. Specifically, they-coordinate was measured
through the depth of the flow and thez-coordinate was measured
in the direction of the flow. Following the procedure outlined in a
previous study@3#, longitudinal velocity measurements were ob-
tained along the axis of the channel atz5500, 600, 700, and 850

mm. The mean velocity profiles were found to converge to an
asymptotic state. Based on this observation,z5850 mm was cho-
sen as the measurement location. Spanwise measurements were
also taken to determine the quality of the flow. The mean velocity
profiles and the skewness profiles, at the centerline and 100 mm to
the right of the centerline did not show any significant deviations.

Laser-Doppler Anemometer. A laser-Doppler anemometer
~Dantec Inc.! was used to conduct the velocity measurements due
to its accuracy and nonintrusive nature. The measurement volume
of the laser-Doppler anemometer system with the beam expansion
device is 0.1230.1231.4 mm3. Further details for the laser-
Doppler anemometer and the signal processing system is not in-
cluded here, but can be found in other reports from this institution
~e.g., Balachandar and Ramachandran@3#!. Prior to commencing
the study, a series of measurements were conducted using the

Table 1 A summary of turbulence measurements in open-channel flows

Fig. 1
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LDA on a known flow field to confirm the accuracy of the mea-
surements. To this end, velocity measurements were conducted in
the potential core of a turbulent water jet at the outlet of a well-
designed nozzle. The mean velocity and turbulence measurements
conformed to the expected values. Following the work of Schultz
and Swain@17#, and based on the work of Coleman and Steele
@18#, the repeatability of the velocity measurements was deter-
mined within a 95 percent certainty range. Thirty measurements
were taken at three different distances from the channel bottom~
y50.05 mm, 0.5 mm, and 35 mm!. The depth of the flow was 50
mm for this test. The maximum flow velocity was set to be ap-
proximately 0.78 m/s. Measurements were obtained at the center-
line of the plate~which coincided with the channel axis!, 600 mm
downstream from the trip. They50.05 and 0.5 mm results repre-
sent the uncertainty of the laser-Doppler anemometer readings in
the inner region, defined asy/d,0.2 @19#. They535 mm results
will represent the uncertainty of the laser Doppler-anemometer
readings in the outer region, defined as 0.2,y/d,1.0. A two-
tailed t-value of 2.045 was obtained for the thirty velocity mea-
surements~twenty-nine degrees of freedom! at a 95 percent level
of confidence. This value was then multiplied by the standard
deviation for each of the elevations to determine the uncertainty in
the repeatability of the velocity measurement. Table 2 summarizes
the results for the mean velocity measurements aty50.5 and 35.0
mm. For the thirty repeated velocity measurements taken aty
50.05 mm, a few of them had zero readings. The zero readings
were a result of there being no particles passing through the mea-
suring volume in the 300-second interrogation period. In an effort
to acquire high quality data, the signal-to-noise ratio was set high
~13 dB!. This results in poor quality data to be rejected. The rate
of rejection is higher in the near-wall region. It should also be
remarked that the flow is naturally seeded. A different method
was used to determine the repeatability for the near-wall data. The
mean velocity for each set was computed and compared with one
another to determine if they were significantly different at a 95
percent level of confidence. The sets were found not to be signifi-
cantly different. The low number of readings is a problem that
plagues the LDA in the very near-wall region. This problem likely
could be improved by increasing the sampling period, but then
one is also restrained by a reasonable amount of time, so a balance
must be found between sample time and acceptable sample
accuracy.

Test Conditions. Table 3 indicates the summary of the test
conditions used in the present study. A range of momentum thick-
ness Reynolds numbers between 800 and 2900 was obtained at the
three different Froude numbers.

3 Important Relations

Turbulent Boundary Layer. Figure 2 shows a typical mean
velocity profile in a turbulent open channel flow. The figure also
indicates some of the standard definitions used in the study. The
boundary layer formed on the bed consists of distinct regions with
different characteristics. The region closest to the bed is the called
the viscous sublayer. Viscous forces dominate this layer and New-
ton’s law of viscosity dictates the shear stress at the wall. The
region well above the viscous sublayer is called the turbulent re-
gion. The transitional region between the viscous sublayer and the
turbulent region is called the buffer zone. The turbulent region has

an inner region and an outer region with varying characteristics.
In Fig. 2, the parameterd is the boundary layer thickness, which is
taken as the depth at which the velocity is equal to 99 percent of
the free stream velocity (ue).

Inner Coordinates. Equations~1! and ~2! describe the di-
mensionless inner coordinates:

u15
u

ut
(1)

y15
ut•y

n
(2)

u815
urms

ut
(3)

Here,ut is the friction velocity. The velocity distribution in the
viscous sublayer is governed by:

u15y1 (4)

The usefulness of this relation in evaluatingut from experimental
data is detailed in Balachandar and Ramachandran@3#. For the
range of Reu used in this study, fortunately a few more points are
available for use in the near-wall region to compute the friction
velocity using Eq.~4!.

Table 2 Summary of velocity measurement uncertainty analy-
sis

Table 3 Summary of test conditions

Fig. 2
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Log-Law. A commonly used relationship to describe the ve-
locity profile in the turbulent inner region is the log-law:

u15
1

k
ln y11A (5)

Here,k50.41 is von-Karman constant andA'5.0 @14#.

Velocity Defect Relation. The velocity defect is the retarda-
tion of the flow due to wall effects@20#. The shape of the velocity
defect profile is a function of the local pressure gradient. A com-
monly used equation for the velocity defect, borrowed from
smooth plate, zero pressure-gradient flow, is outlined in Eq.~6!.

ue
12u15

2P

k F12
1

2P S ~116P!S y

d D 2

2~114P!S y

d D 3D G
2S 1

k D lnS y

d D (6)

Here,P is commonly called the wake parameter.

Higher-Order Moments. The skewness, or third-order mo-
ment, gives an indication of how far off the peak of a population
is from being symmetrically distributed. If data has a normal
probability distribution, the skewness will be equal to zero. The
fourth-order moment, flatness factor, gives an indication of homo-
geneity in the flow. A flatness value of 3 indicates a Gaussian
distribution, or a totally random variation of turbulence. It is im-
portant to note that skewness and flatness provide valuable statis-
tical information related to the coherent structures in the flow.

4 Results and Discussion

Skin Friction Coefficient and Boundary Layer Shape Pa-
rameter. Figure 3~a! shows the variation of the skin friction
coefficient (Cf) and the boundary layer shape parameter~H! with
the momentum thickness Reynolds number. The values for the
boundary layer shape parameter are very close to 1.3 and tend to
show a slight decreasing trend with increasing Reynolds number.

One should recall that the turbulent flat plate boundary layer re-
ported in most previous studies has a shape factor close to 1.3
which indicates that qualitatively the boundary layer in the present
study should be similar to boundary layers reported in literature.
The skin friction coefficient shows a decreasing trend with mo-
mentum thickness Reynolds number and is once again qualita-
tively similar to the data presented in literature@3,21,22#. The
present value ofCf is about 10 percent higher at Reu51000 than
that noticed in a canonical zero pressure-gradient boundary layer.
As one would expect, the presentCf results indicate an absence of
Froude number effects.

Longitudinal Mean Velocity Profiles. As indicated earlier,
the data in the viscous subregion were used to computeut . This
value of ut is indirectly validated as the data in the proper nor-
malized form also validate the log-law equation. Figures 3~b!,
3~c!, and 3~d! show the velocity profiles in inner coordinates for
all three Froude numbers. There is no apparent Froude number
dependence for the mean velocity at the low range of momentum
thickness Reynolds numbers examined in this study. The data
points in the turbulent region for each series fit the log-law well
~Eq. ~5!!, confirming that the constants,k50.41 andA55.0, are
valid. At each one of the Froude numbers, the extent of collapse
of the experimental data with the log-law increases with increas-
ing Reu .

Velocity Defect Profiles. Figures 4~a!–4~c! show the velocity
defect profiles for each of the Froude numbers. To avoid clutter-
ing of data, the data at some representative Reu values are chosen
at each Froude number. The velocity defect profile for zero
pressure-gradient smooth flat plate flow is also depicted as a line
~Eq. ~6!, with P50.55 andk50.41!. The data clearly do not agree
with the equation. At Fr50.3, there is a near collapse of the data
at all Reu for y/d.0.05. For similar range of Reu , there is con-
siderably more scatter at the higher Froude numbers and the de-
viation from Eq.~6! is also higher. This effect is not apparent in
the longitudinal mean velocity plots~Fig. 3~b!–3~d!!.

Coles’ Wake Parameter. Since the data in Fig. 4~a!, 4~b!,

Fig. 3
Fig. 4
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and 4~c! clearly indicate thatPÞ0.55, the best value ofP for each
data set was sought such that Eq.~6! fit the data in the range from
y/d50.1 to 1.0. The resultingP values are plotted versus Reu in
Fig. 4~d!. All values of P are below the value of 0.55 suggested
for zero pressure-gradient smooth plate flow. TheP values were
also determined once again by fitting a line to the data in the range
of 0.3,y/d,0.7, in order to determine if the free surface effects
could be eliminated. The resultingP values increased slightly, but
were not close to the zero-pressure gradient smooth plate value of
0.55. The results indicate that the effect of the free surface pen-
etrates through most of the channel depth. The present results also
indicate a decreasing trend with increasing Reu . To enable com-
parison with other open channel flow data available in literature,
the data in Fig. 4~d! are replotted in Fig. 5 as function of Reynolds
number based on hydraulic diameter. The present data clearly are
within the range indicated by previous studies.

Clauser’s Shape Parameter„G…. Another parameter that is
qualitatively useful when comparing the characteristics of turbu-
lent boundary layers is the Clauser’s shape parameter,G. It should
be remarked thatG is a function of Cf and H(G5(12H21)
3(2/Cf)

1/2). The value ofG for zero pressure-gradient, smooth,
flat plate boundary layer, and low turbulence intensity flow,
ranges from 6.5–7.5 at high Reu @23#. Figure 6 shows the varia-
tion of G with Reu . The equation proposed by Bandyopadhyay
and Ahmed@24# based on several experiments is also shown for
comparison. The present data in open channel flow are clearly
lower than that proposed by the equation. As indicated earlier, the

presentCf values are slightly higher, while the values ofP are
slightly lower than that noticed for zero-pressure gradient smooth
boundary layers. IfP is forced to be held at a constant value of
0.55 and the corresponding value ofut is evaluated to fit the
experimental data, the value ofut so computed is smaller than
that obtained using the data in the viscous subregion. This would
then yield lowerCf values. It is important to recognize that one
should not decouple the near-wall effects from the outer region
effects~or vice-versa! in analyzing boundary layers. The present
data are a clear indication to this effect. Since the value ofH is
comparable to most previous studies and the proper value ofCf is
higher, the values ofG are expected to be lower than that noticed
in canonical boundary layers. The present data show some weak
trends with regard to Froude number albeit with some scatter. On
an average, there is a tendency to have a higher value ofG at
higher Fr and no clear Reynolds number dependence can be dis-
tinguished from Fig. 6.

Turbulence Intensity Profiles. Figures 7~a!, 7~b!, and 7~c!
show the turbulence intensity profiles at the three Froude numbers
over a range of momentum thickness Reynolds numbers. To avoid
cluttering of data, only the data at three representative Reu values
are chosen at each Froude number. In each of these figures, the
location of the peak turbulence occurs at approximatelyy1515.
This is where transition occurs within the boundary layer from the
viscous region to the turbulent inner region. The intensity of the
turbulence drops off as the free surface is approached. Moreover,
there is no trend to suggest a significant Reynolds number effect
at any given Froude number. It has been suggested by Nezu and
Nakagawa@14# that the solid line in Fig. 7 can be used to describe
the longitudinal turbulence intensity variation. Nezu and Naka-
gawa@14# report data at a Reynolds number based on the depth of
flow (Red5ued/n) of 33104 and various Fr values. Their data,
measured using a hot-film, conforms to the suggested equation.
The present experimental data (1.3,Red31024,7.8) clearly lie
below this expected trend at all values of Fr. Furthermore, the
present data also indicate that the deviation from the suggested
equation is slightly greater at the higher Froude numbers.

Velocity Skewness Distribution. The distribution of the

Fig. 5

Fig. 6

Fig. 7
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skewness at the three Froude numbers is shown in Fig. 8. There is
no apparent Froude number effect on the skewness distribution. It
should be remarked that when the data were plotted at each value
of Fr at various Reu , there was a fair collapse indicating Reynolds
similarity. However, there was an increased amount of scatter at
the higher Reynolds numbers. Previous data at higher Reu in ca-
nonical boundary layers have indicated some Reynolds number
effects in the wake region@25#. The dashed line in Fig. 8 indicates
the trend in the distribution ofSu . The present data are positively
skewed in the near-wall region (y1,10). This is due to the large
amplitude fluctuations in the velocity. This is consistent with pre-
vious zero-pressure gradient boundary layer studies@26,27#. Sim-
pson et al.@27# reasoned that this should be the case because the
in-rush phase of the bursting cycle would bring the high velocity
fluid from the outer region causing a positive velocity fluctuation.
The arrival of the higher speed fluid from regions away from the
wall results in positive values ofu to occur more frequently in the
viscous sublayer. The skewness factor decreases with further in-
creasing distance from the wall, and becomes zero aroundy1

;10. Zero skewness would generally indicate Gaussian distrib-
uted velocity fluctuations. With increasingy1, the skewness at-
tains a local minimum in the buffer region. The location of mini-
mum skewness also corresponds to the location where the
turbulence intensity attains its maximum value. In the log-law
region (y1.30), one would expect the intense mixing and mo-
mentum exchange to result in the occurrence of a normally dis-
tributed probability density function andSu should approach zero.
In all the tests in the present study, the value ofSu was consis-
tently below zero in the log-law region. This is consistent with the
arrival of the low speed fluid from the near-wall region. There is
a tendency for the skewness to approach a Gaussian value of zero
in the turbulent overlap region and parts of the outer region. In
this region the flow approaches shear-free turbulent flow. It should
be remarked that in Fig. 3~b!–3~d!, the mean velocity profiles
indicate an excellent collapse with the log-law equation. However,
in the samey1 range, the skewness value is not constant and
different from zero. The skewness becomes highly negative near
y5d and approaches a positive values as the free surface is ap-
proached (y1.500). The large changes in skewness between the
edge of the boundary layer and the free surface is a unique char-
acteristic of open channel flows and is not reported in zero-
pressure gradient flat plate flows. Nagano and Tagawa@28# point
out that a change in sign in the skewness factor is an indication of
the existence of coherent structures. One would thus expect large
coherent structures both near the wall and near the edge of the
boundary layer.

Velocity Flatness Distribution. Figure 9~a! shows a typical
set of flatness profiles for a narrow range of Reynolds numbers
and various Froude numbers. For the most part, the variation of

Fu with y1 is very similar to that noted in canonical boundary
layers@23#. Near the wall, the value of flatness is higher than 3.
This indicates that velocity is not normally distributed in the vis-
cous subregion. The value of flatness decreases to a minimum at
y1'15, which corresponds with the region of peak turbulence
intensity and a local minimum skewness, which are located in the
buffer zone. The flatness approaches the value of 3 in the log-law
region, which indicates that the turbulence approaches a Gaussian
distribution. In this region, unlike the value ofSu , the flatness
factor exhibits a greater tendency to be constant~though slightly
below the expected value of 3!. Near the outer edge of the bound-
ary layer, the value of flatness increases. At this location, a close
examination of the data indicates that the samples contributing to
negative fluctuations are many. The flatness factor, by definition,
weighs large values ofu heavily, and consequently, results in
large values ofF near the edge of the boundary layer. Close to the
free surface, the flatness factor decreases. This aspect is different
from that noticed in earlier smooth flat plate canonical boundary
layers. As Fig. 9~a! indicates, Froude number has no effect on the
flatness distribution. Figure 9~b! shows the variation of flatness
factor at various Reynolds numbers. In the range 10,y1,500,
the data collapse onto a single line and this is similar to that noted
in previous studies at higher Reu values. For the range of Reu
studied, the present set of data do not exhibit any organized Rey-
nolds number effects as noticed in zero pressure-gradient previous
studies@25#.

Conclusions
The characteristics of turbulent boundary layers on a smooth

flat plate in an open channel flow were examined over a range of
Froude numbers. The following general conclusions were found:

1 For the range of Reu studied, the skin friction coefficient
values were higher than that noticed in canonical zero pressure-
gradient flows. The skin friction coefficient showed a decreasing
trend with increasing momentum thickness Reynolds number. The
skin friction coefficient was not dependent on the Froude number.

2 The log-law was also found to be applicable for range of
momentum thickness Reynolds numbers and Froude numbers
~800,Reu,2900, 0.25,Fr,1.1! studied. The extent of the log-
law applicability increased with increasing momentum thickness

Fig. 8

Fig. 9
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Reynolds number. The von-Karman constantk50.41 was found
to be valid for the open channel flow smooth plate data.

3 Coles’ wake parameter of 0.55 obtained from zero pressure-
gradient, smooth flat plate flow was found to be inappropriate for
the smooth plate open channel flow data, and new wake param-
eters were determined. The wake parameter was found to decrease
with the increasing momentum thickness Reynolds number. The
wake parameter,P, increased with increasing Froude number.
The present results indicate that the effect of the free surface
penetrates through most of the channel depth.

4 The Su and Fu distributions across the boundary layer pro-
vide useful structural information. The higher-order moments in-
dicate some behavior that is different from that noticed in canoni-
cal boundary layers. For example, in the log-law region, the value
of skewness is not constant and not equal to zero. Closer to the
free surface, both the skewness and flatness distribution show sig-
nificant deviations from the canonical boundary layer. Further, the
higher-order moments, did not exhibit any Reynolds number or
Froude number dependence in the range of Reu tested in the
present study.

5 The turbulence intensity peak increased for increasing
Froude number, at the same momentum thickness Reynolds num-
bers. At the higher Froude number, a Reynolds number trend was
visible in the velocity defect profiles, with the higher Reu data
deviating further from the curve suggested by Nezu and
Nagakawa@14#.
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Experimental and Numerical
Investigation of Two-Dimensional
Parallel Jets
The flowfield of dual, parallel planar turbulent jets is investigated experimentally using an
x-type hot-wire probe and numerically by solving the Reynolds-averaged Navier-Stokes
equations. The performance of both differential Reynolds stress (RSM) and standard k-«
turbulence models is evaluated. Results show that the numerical models predict the merge
and combined point characteristics to good accuracy. However, both turbulence models
show a narrower width of the jet envelope than measured by experiment. The predicted
profiles of the mean velocity along the symmetry plane agree well with the experimental
results. @DOI: 10.1115/1.1363701#

Introduction
Single turbulent plane and offset wall jets are of great engineer-

ing importance, and consequently have been studied extensively
@1–3#. Applications include burners and boilers, film-cooling of
lining walls within gas turbine combustors, fuel-injection systems,
and heating and air-conditioning systems. However, far fewer in-
vestigations into the behavior of multiple parallel jets appear in
the literature. In addition to the applications mentioned above, the
study of multiple jets may be particularly important in the design
of pollutant exhaust stacks. Specifically, relative to a single ex-
haust stack, the close grouping of stacks to form parallel jets may
be employed as a means to increase the exhaust plume trajectory
and consequently decrease the impact of exhaust pollutants.

Flow patterns for two parallel plane jets have previously been
reported in the literature@c.f., @4–12##. The earliest studies were
those of Tanaka@4,5# in which the basic flow patterns and entrain-
ment mechanisms of parallel jets were described. In particular,
Tanaka identified three relevant regions of the flowfield in the
axial direction. The first may be termed the converging region that
begins at the nozzle exit and extends to the point where the inside
shear layers of the jets merge~denoted the merge point!. The
merging of the jets is due to the asymmetric nature of the entrain-
ment rates which results in a region of sub-atmospheric pressure
between the jets. The jets are consequently deflected toward each
other; at their merge point the velocity on the symmetry plane is
equal to zero. The intermediate, or merge region is that existing
between the merge point and the combined point. The combined
point is defined as that point along the symmetry plane at which
the velocity is a maximum. This also coincides with the stream-
wise location where the maximum streamwise mean velocity oc-
curs on the symmetry plane~as opposed to two distinct peaks!.
Finally, the combined region is that downstream of the combined
point where the two jets begin to resemble a self-similar single jet.
The general characteristics of the flow field are illustrated in
Fig. 1.

The mixing between two parallel jets was experimentally inves-
tigated by Elbanna et al.@6#. Their results showed that the mean
velocity profile of the parallel jets agreed well with the single jet
in the region downstream of the combined point. Also, in that
region, the mean velocity decay matched that of a single jet al-
though the magnitude of the velocity was higher for the parallel
jets. They report a linear jet spreading rate for the parallel jets at
an angle slightly lower than that of the single jet. Self-similarity

for the mean flow was attained a short distance from the combined
point. However, the turbulent velocity fluctuation became self-
similar only for x/d.120

Lin and Sheu@7,8# used hot-wire anemometry to show that the
mean velocity approaches self-preservation in both the merging
and combined regions, while the Reynolds shear stresses approach
self-preservation in the combined region only. The trajectory of
the maximum velocity was almost unchanged by variance of
nozzle spacing in the converging region. Measurements also indi-
cated that the entrainment and spreading rates in the combined
region were greater than those in a single jet flow. This was at-
tributed to significant increases in the values of lateral turbulence
intensity and the Reynolds shear stress relative to a single jet.

Nasr and Lai@9# provides a comparison between the parallel
planar jets and the offset jet~where a wall replaces the symmetry
plane!. They suggest that the symmetry plane that exists between
two parallel jets may affect the flow in much the same way as the
solid wall of the offset jet. A non-dimensional separation distance
of 4.25 was examined for the parallel jet and 2.125 for the offset
jet. The interaction of the two inner shear layers on both sides of
the symmetry plane resulted in a much more turbulent near-field
than that of the offset jet. The recirculation region was signifi-
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Fig. 1 Description of parallel jet flowfield parameters and
coordinates

Copyright © 2001 by ASMEJournal of Fluids Engineering JUNE 2001, Vol. 123 Õ 401

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cantly smaller for the two jets than for the offset jet. Turbulence in
the recirculation zone was also significantly stronger for the two
parallel jets. The presence of the wall in the offset jet case was
shown to produce significant retarding and turbulence suppression
effects on the flow development and turbulence field in the recir-
culation and reattachment regions.

It appears that no numerical studies of plane parallel jets have
been published in the literature. However, one may seek guidance
from the work of Nasr and Lai@10# in which numerical results
were obtained and compared with experimental data for the case
of a turbulent plane offset jet. Somewhat surprisingly, their results
indicated that the k-« turbulence model overpredicted the attach-
ment length by 3 percent, whereas a Reynolds stress transport
model overpredicted the length by 14 percent.

The purpose of the present work is to evaluate the ability of the
standard k-« model and a Reynolds stress transport model to pre-
dict the evolution of twin, plane, parallel jets. Toward that end,
numerical and experimental results are compared over a range of
jet spacings 9<S/d<18.25. For comparative purposes, single jet
results are also presented.

Experimental Procedure
The schematic shown in Fig. 1 defines the relevant parameters

for the parallel jet configuration. Several characteristic length
scale are present in this problem; the width of a single jet,d, the
combined width of both jets, 2d, and the spacing between the jet
centerlines,S. It may be argued that the combined jet nozzle width
would be most appropriate for the far field~combined region!
analysis, while the single jet nozzle width would be most appro-
priate in the near field where the flow is dominated by individual
jet behavior. However, to avoid confusion and to abide by tradi-
tional practice, in the current study the single jet width,d is used
to non-dimensionalize all length parameters.

A schematic of the jet facility is shown in Fig. 2. Flow was
produced by a 1 HP blower controlled by a variable frequency
drive. The rotational speed of the blower could be adjusted to
within 0.1 Hz over a range of 0–110 Hz. The geometry of the jet
nozzles is defined in Fig. 3. The nozzles have a 5:1 contraction
with a nozzle width of 2.54 cm. The jet slots are
0.635 cm320.32 cm which gives an aspect ratio of 32. End plates
were positioned perpendicular to the slot direction extending in

the streamwise direction from the jet origin tox/d596 and in the
transverse direction toy/d5648 to simulate two-dimensional
flow. Two-dimensionality was confirmed by several transverse
traverses at different spanwise positions near the center span that
indicated negligible changes in the mean profile. Three different
spacers were utilized to produce non-dimensional jet separation
distances ofS/d59, 13, and 18.25. The experiments were per-
formed at a Reynolds number of 6000 based on the single jet
width which relates to a initial jet velocity of approximately 18
m/s. The turbulence intensity at the jet exit was 3.6 percent.

A TSI IFA-300 constant temperature anemometer system was
used to obtain the hot wire voltage data and TSI ThermalPro
software was utilized to calculate velocity parameters from the
raw voltages. The parallel jet flow field was surveyed in the
streamwise and transverse directions using a two-sensor, x-type
hot wire probe. A second, single-sensor probe was positioned
along the centerline of one of the jets at the exit plane to measure
the jet reference velocity,Uo and the initial turbulence intensity of
the jet to be used in the CFD calculations as inlet boundary con-
ditions. The mean velocity along the symmetry plane is denoted
by Um . Symmetry between the jets was verified by experiment
and is illustrated by the results shown in Fig. 1. The x-probe
was positioned by a computer controlled two-degree-of-freedom
traverse with accuracy of60.01 mm in the streamwise and trans-
verse directions. Ambient temperature and pressure were
monitored and recorded over the duration of the test runs using
electronic sensors.

Numerical Models
The pressure-based finite-volume code Fluent Vers. 4.4~Fluent,

Inc., Lebanon, NH! was utilized to solve the steady, two-
dimensional, Reynolds-averaged Navier-Stokes equations. Inter-
polation to cell faces for the convection terms was performed
using a bounded QUICK scheme@13#; second-order central dif-
ferencing was used for viscous terms. Pressure-velocity coupling
was based on the SIMPLEC procedure@14#. Solutions obtained
using the segregated solver were considered converged when re-
siduals for each of the equations~based on an L2 norm! were
reduced by a minimum of four to five orders of magnitude.

Both differential Reynolds stress~RSM! and standard k-« mod-
els were employed for turbulence closure. The empirical constants
in the k-« model were taken asC1«51.44, C2«51.92, Cm
50.09, sk51.0, ands«51.3. The RSM closure approximations
employed are based upon the work of Launder et al.@15# and
Gibson and Launder@16#. In particular, the pressure strain term,
f i j consisted of the linear return-to-isotropy model for the ‘‘tur-
bulence’’ portion as,

f i j 152C1

«

k S ui8uj82
2

3
d i j kD (1)

and the isotropization of production model for the mean-strain
part,

f i j 252C2S Pi j 2
1

3
d i j PkkD (2)

~wheref i j 5f i j 11f i j 21f i j
w ; Pi j is the production term, andf i j

w

is the wall reflection term!.Fig. 2 Schematic of parallel jet experimental facility

Fig. 3 Jet nozzle geometry definition
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The range ofC1 and C2 employed are those defined by the
relation (12C1)/C250.23, with the most commonly assigned
values, which were used in this work, as 1.8 and 0.6, respectively.
In addition, the dissipation term was modeled by an isotropic
dissipation rate, while diffusion was modeled by a gradient ap-
proximation which accounts for directional diffusivity@17#.

The computational domain was defined by a rectangular region,
which was discretized using a cartesian grid covering one half of
the flow field with a symmetry boundary condition representing
the plane between the jets. The domain was bounded on thex
50 plane by a solid wall along which standard equilibrium wall
functions were specified. This eliminated the need to specify an
overly fine grid near the wall, which is far removed from the
regions of primary interest. An opening of widthd in the wall
defining the location of the jet inlet boundary condition was also
specified. The opening was centered aty/d54.5, 6.5, or 9.125,
providing the three jet spacings studied herein. A uniform inlet
velocity profile was then set at the opening. Based on experimen-
tal results, turbulence intensities at the inlet were set to 3.6 per-
cent, from which the turbulence kinetic energy or~isotropic! Rey-
nolds stress distributions were obtained. The dissipation rate
boundary condition was derived from the relationship

«5
Cm

3/4k3/2

0.07L
(3)

whereL is a characteristic length; in particular, the jet width. A
symmetry boundary condition was defined along they50 plane.
Constant pressure boundary conditions were specified on they
5ymax and x5xmax planes. Depending upon theS/d ratio, xmax
ranged from 100–120; whereasymax ranged from 20–30. Note
that numerical tests performed by increasing the extent of the
domain in each direction by 50 percent did not result in any
significant changes in the results.

Experimental Uncertainties
The mean velocity results presented in this study are based on

an average of 8192 samples per data point acquired at a sample
rate of 600 Hz for a total sample period of 13.65 seconds. Turbu-
lence quantities are based on 65,536 samples acquired at a sample
rate of 10,000 Hz for a total sample period of 6.55 seconds. The
sample rate for the turbulence quantities was defined by the mini-
mum sample rate beyond which the statistical quantities remain
constant and repeatable. Calibration of the hot wire probes was
accomplished using a TSI Model 1129 automatic air velocity cali-
brator using 17 points to cover a velocity range of 0–30 m/s. The
maximum velocity measured in the test was approximately 19
m/s. The mean standard errors of the velocity calibration are as
follows; ,2 percent for velocities between 0–1 m/s,,1 percent
for velocities between 1–8 m/s, and,0.5 percent for velocities
greater than 8 m/s. Several probe recalibrations were required to
maintain the accuracy of the velocity results and occurred at least
within 48 hours of any test results reported in this study. The
x-type hot wire probe was calibrated over a pitch angle range of
630 deg using 5 deg increments. Data in the recirculation region
between the jets are not presented due to the inability of the hot
wire probes used in this study to detect and measure reverse flow.

The Reynolds number ranged from a value of 5900–6100 over
the duration of the complete flow field survey presented in Fig. 9
due to an approximate 10°C change in ambient temperature over
the 24 hour time period of the survey. The IFA-300 contains a
thermocouple circuit that compensates for temperature drift and
therefore the accuracy of the velocity results should not be ad-
versely affected. All other results are based on run times that were
of short enough duration that the ambient temperature could be
considered constant. For these runs the Reynolds number is cal-
culated to be 6000650 based on the root-mean-square method
and utilize real-time ambient temperature and barometric pressure
measurements. All mean velocity data are normalized by the jet
exit velocity acquired simultaneous with the local velocity. The

mean velocity outside the jet does not decay to zero outside the jet
envelope in the surveys shown in Fig. 6 due to both, the transverse
entrainment by the jet which produces a cooling velocity for the
hot wire at a flow angle that exceeds the resolution capability of
the system and, the relatively high uncertainty in the low velocity
measurement range. Combined and merge point results are accu-
rate to within60.5x/d based on repeated tests.

Results
Results are presented from the experimental and numerical

analysis of the parallel jet flowfield for three jet spacings and the
single jet. Mean velocities and turbulence quantities are nondi-
mensionalized by the jet exit velocity (Uo) and the local mean
velocity along the symmetry plane (Um) respectively. As stated
previously, all experimental data was obtained at 5900,Re
,6100. Consequently, all numerical calculations were performed
at Re56000.

Figures 4~a–e! show mean streamwise velocity profiles along
the symmetry plane forS/d50 ~single jet!, 9, 13, 18.25, and a
summary of experimental results for all configurations, respec-
tively. Data from the experimental measurements and numerical
computations using the two turbulence models are compared. In
general, Fig. 4~a! shows that numerical predictions of the mean
velocity decay of a single jet match very well with experiment for
both turbulence models. The numerical results are presented for
two grid densities to reveal the near grid independence of these
solutions.

The parallel jet configurations shown in Figs. 4~b–d! indicate
that the RSM provides slightly greater agreement with experiment
for slope of the mean velocity decay than the k-« model. How-
ever, it predicts a velocity magnitude by 3–5 percent higher than
experiment. In all cases the streamwise location of the velocity
maximum correlates well between experiment and CFD.

A summary of the experimental mean velocity profiles for all
testedS/d configurations is shown in Fig. 4~e!. The results indi-
cate that the mean velocity decay rates for the twin jets tend to the
single jet result in the far-field. A curve showing the universal
decay rate from Gutmark and Wygnanski@3# for a single, 2-D jet
is also presented for comparison. The single jet data match the
universal profile quite well.

At this point it is appropriate to introduce the results from a grid
convergence study for the twin jet cases. Results using both k-«
and RSM turbulence models are shown in Fig. 5 using three
different grid densities at the jet spacing ratioS/d513. The
results indicate that solutions obtained on a 139~spanwise!
3394 ~streamwise! grid may be considered grid converged. Con-
sequently, all subsequent~and previous! results displayed have
been have been obtained using this~or similar! grid point distri-
butions. Although for purposes of brevity they are not shown,
validation tests were also performed by extending the length of
the domain by 50 percent in both streamwise and spanwise direc-
tions. No significant differences in the results were obtained.

Mean velocity profiles for transverse surveys at select stream-
wise locations forS/d59 are shown in Fig. 6. These results show
the evolution of the flowfield from the near-field, where each jet
produces a distinct profile, to the far field or, combined region
where the two jets have completely merged to produce a single jet
mean velocity profile. Hot wire data are not shown for the recir-
culation region between the jets where reverse flow is present.
Comparison between the experimental and numerical results~us-
ing the RSM! show good agreement with respect to peak velocity
magnitude and decay rate in the converging and combined region.
However, the numerical results predict a more rapid merging of
the jets. The k-« model ~not shown! produced a similar trend
although the merge rate is slightly accelerated. The largest dis-
crepancy in the location of the velocity peak between experimen-
tal and numerical results occurs at approximatelyx/d58.8. This
discrepancy may be partially due to the close proximity of this
streamwise location to the merge point of the jet where the rela-
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tively high mean flow angles approach the limit of the x-sensor’s
resolution capability. The CFD calculations show that the maxi-
mum mean velocity flow angles vary between 27–36° near the
merge point forS/d59 – 18.25, respectively, while the x-sensor
calibration is limited to a maximum angle of 30°. It should be
added that useful insight of this type is a good example of
the mutually beneficial nature of joint experimental/numerical
investigations.

Comparisons of combined and merge point results from the
current investigations and several other previous investigations
are shown in Figs. 7~a–b!. We note that Tanaka’s@4# combined
point results are calculated by the current authors from his pub-
lished jet centerline radius of trajectory results. In this case, the
combined point is determined by the intersection of the circular
arcs tracing the trajectory of the centerline of each jet based on
mean velocity. In all other cases the combined point is defined as

the location of the maximum streamwise mean velocity along the
symmetry plane. Figure 7~a! shows that the current results corre-
late well with those of previous investigations with respect to the
slope of the data trend although, there is scatter in the data be-
tween different investigations with respect to location of the com-
bined point. The comparison also shows very good correlation
between the current experimental and CFD results. We do note
that the predicted merge length of the RSM was slightly greater
than that predicted by the k-« model, a result consistent with the
work of Nasr and Lai@10# for the case of an offset jet.

The comparison of merge point results is presented in Fig. 7~b!.
The merge point is the point of zero velocity on the symmetry
plane and is easily determined from the CFD calculations. Experi-
mentally, this point is more difficult to determine due to hot wire
sensor’s lack of reverse flow sensitivity. In the current experimen-

Fig. 4 „a–e… Comparison of experimental and numerical mean streamwise velocity profiles along the symmetry plane. „a… SÕd
Ä0 „single jet …; „b… SÕdÄ9; „c… SÕdÄ13; „d… SÕdÄ18.25; „e… summary of experiment.
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tal results the merge point is estimated by the streamwise location
along the symmetry plane where the streamwise normal stress,
non-dimensionalized by the local mean velocity rapidly increases
toward an asymptote~see Figs. 8~a,b!!. This definition is consis-
tent with findings by Nasr and Lai@9# where LDV measurements
show that the maximum normal stress coincides with the point
where the local mean velocity equals zero~which defines the
merge point!. The merge point comparison shows an agree-
ment similar to the combined point results from the different
investigations.

Although the slope of the combined or merge point versusS/d
relationship agrees well between the various investigations, the
absolute location of the combined point for a givenS/d varies
significantly. This is most likely a facility dependent phenomenon.
For example, in his review of mixing layers and jets Thomas@1#
finds that although the widening and decay rates of a single tur-
bulent planar jet in the self-similar region correlate well between
various studies, the virtual origin is quite sensitive to plenum con-
ditions upstream of the nozzle and published values vary signifi-
cantly. Hence, the facility dependent influence is one that affects
the initial and interaction region of the jet but has little or no
influence in the similarity region except to determine its initial
width. Therefore, the merge and combined points of parallel jets
should demonstrate a similar facility dependent sensitivity since
they are determined by the initial spreading rate of each jet up-
stream of the combined~similarity! region. This effect could also
account for the differences in the CFD and experimental merge
and combined point results in the current investigation.

Fig. 8 „a–b… Comparison of experimental and RSM numerical
normal stress profiles along the symmetry plane „a… stream-
wise normal stress; „b… transverse normal stress.

Fig. 5 Sensitivity of mean velocity results to computational
grid size

Fig. 6 Comparison of experimental and RSM numerical trans-
verse mean velocity profiles for SÕdÄ9

Fig. 7 „a–b… Comparison of experimental and numerical com-
bined „a… and merge „b… point results
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Experimental and RSM computational Reynolds normal stress
profiles are shown in Figs. 8~a,b! for the three jet spacings and the
single jet. In these results the streamwise and transverse normal
stress is non-dimensionalized by the local mean velocity along the
symmetry plane,u8u8/Um

2 . As stated previously, the streamwise
location of rapid increase in normal stress toward an asymptote is
used to define the location of the merge point. The location of the
asymptote and the relative changes in normal stress profile due to
changes inS/d compare very well. Far downstream both experi-
mental and numerical results reveal that the streamwise normal
stress approaches a constant value of approximately 0.25. This
matches the value measured by Gutmark and Wygnanski@3# for a
single turbulent jet. The transverse normal stress profiles from the
experiment progressively increase withS/d, and were found to be
greater than the levels predicted by CFD. The experiment and
CFD results for the single jet both approach Gutmark and Wygn-
anski’s single jet value of 0.20 for transverse fluctuations at large
x/d.

The overall structure of the flow field can be examined in Fig.
9 where the experimental and numerical results using the RSM are
compared for theS/d59 configuration. The experimental results
are based on traverse increments of 0.2y/d and 1.0x/d in the
transverse and streamwise directions respectively. The contours
show good correlation between the experimental and numerical
results with respect to the overall topology of the flow. However,
the CFD results show a narrower jet width than is revealed by

experiment. This result may be caused by differences between the
experimental and numerical inlet boundary conditions that may
effect the jet entrainment rates in the near field consistent with
observations made by Thomas@1# regarding the sensitivity of the
virtual origin to plenum conditions.

Conclusions
Comparison between experimental measurements and numeri-

cal predictions of the parallel jet flowfield reveal excellent agree-
ment in the location of the merge and combined points. In addi-
tion, the CFD methods incorporated are capable of predicting the
mean symmetry plane velocity profiles to good accuracy. The
measured lateral flow topology shows a slightly wider combined
jet envelope than is predicted numerically. The differences may be
attributed to the sensitivity of the jet’s initial widening rate to exit
boundary conditions. The magnitude and decay of the predicted
normal stress profiles along the symmetry plane of the flowfield
are in close agreement with the experimental results. Future work
will consider the fully three-dimensional interaction between
round jets and investigate an unsteady phenomena observed in the
region between the jets at larged.
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An Analytical Solution for
Incompressible Flow Through
Parallel Multiple Jets
A theoretical model of multiple jet flow is introduced based on the thin shear layer theory.
The analytical solution has been obtained by using Prandtl’s mixing length hypothesis.
The results show that along the streamline direction, the axial velocity decreases gradu-
ally like a single jet and in the transverse direction, the velocity distribution changes as a
cosinoidal function, in which the velocity amplitude decreases with increasing x, gradu-
ally approaching a flat profile. It is also shown that the distance at which the individual
jets begin to merge increases with increasing pitch, s. For the special cases when
the pitch, s is zero, the row of multiple jets becomes equivalent to a single jet.
Finally, the predictive results are found to agree well with experimental data in the fully
developed turbulent flow region.@DOI: 10.1115/1.1363612#

Keywords: Multiple jets, Turbulent jet, Jet mixing, Process intensification

1 Introduction
Multiple jets in a row are extensively used for various industrial

applications. In chemical engineering the processes of mixing,
separation, and transport among species can be intensified by us-
ing a series of jets instead of a single jet. In power boilers the
mixing between fuel and air is improved with a row of combustor
jets. In aerospace engineering for vertical or short distance take
off and landing planes, multiple jets are used to give improved
propulsion and noise level. Furthermore, multiple jet flow is also a
fundamental issue in fluid mechanics.

The early studies of multiple jets were mainly experimental. A
seven hole jet series was studied by Corrsin et al.@1# Krothapalli
et al. @2,3# studied the development and structure of a rectangular
jet in a multiple jet configuration, followed by mixing intensifica-
tion and jet noise with edge tones@3#. The effect of the geometry
of nozzles on jet interaction was studied by Wlezien@4#. Other
researchers studied twin jets@5,6# and multiple jets@7–10#.

It is mathematically difficult to set up a theoretical model be-
cause of interference and interaction between the jets. The first
model was developed by Knystautas et al.@7#, using Reichardt’s
inductive hypothesis for the turbulent shear stress in a free jet. The
equation of motion for the downstream mean square velocity was
linearized. Invoking the superposition principle, the momentum
flux at any individual jet was considered as the net summation of
the momentum flux contributions from individual axisymmetric
jets spaced at a distance. Finally, the square of the mean velocity
in the central jet was expressed mathematically as an infinitesimal
series, with the other jets extending symmetrically in both trans-
verse directions.

Because Knystautas’ solution is based on superposition of a
series of individual jets it loses some information of cosinoidal
vibration in the transverse direction. Also, it needs another equa-
tion in integral form to express an infinitesimal hypothetical slot.
Furthermore, there is no explicit relation for the start distance of
the fully merged two-dimensional flow. In addition, an infinitesi-
mal series, implicit solution is inconvenient for industrial
application.

More recently, a more direct theoretical model of multiple-
interfering jet groups was produced by Wang@11#, using a differ-

ent approach. This theoretical model was based not on the super-
position principle of individual jets but directly on the Navier-
Stokes equations and Prandtl’s mixing length hypothesis. The
analytical solution was obtained by employing a Taylor’s series.
Although the approach gave us a possibility of directly solving a
multiple-interfering jet system, the approach was rather approxi-
mate, the accuracy depending on how many series terms were
used. The model was therefore limited for industrial application.
In this paper the theoretical model is further developed to over-
come this difficulty.

2 Theoretical Model and Analysis
The jet or multiple jet represents free turbulent flows in which

there are three related analytical problems to be determined: the
growth parameter; the decay of the characteristic velocity,uc ;
and the velocity profile,u. It is well known that at some distance
downstream of the start of the jet, boundary-layer approximations
apply and the velocity profiles become nearly similar in shape
when normalized by the local velocity. Turbulent multiple jets
from a row of rectangular nozzles are considered as shown in Fig.
1. The analysis assumes two-dimensional incompressible flow,
corresponding to nozzles of infinite width. The complete equa-
tions of motion consist of continuity and thex-andy-momentum
relations@12#:
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]2n
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Except for specific applications, such as the fluidic amplifier,
where the jet is confined in a region of varying pressure, the jet
flow has little or no pressure gradient associated with it. Such
problems in free turbulent flow are of a boundary-layer nature,
meaning that the region of space in which a solution is being
sought does not extend far in a transverse direction, as compared
with the main direction of flow, and that the transverse gradients
are large. Thus the following approximations can be justified:
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Applying these approximations they-momentum equation can
be neglected entirely. The boundary-layer equations for the jet in
two-dimensional incompressible flow can then be simplified to:
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Substituting the turbulent shear stress,t5m]u/]y, into Eq.~2a!,
gives:
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Defining

u15ud2u

and

ud5uc2Am (4)

whereuc is the axial velocity of a single jet andAm is an ampli-
tude of velocity,u. The relationship betweenu, ud , uc , u1 , and
Am is shown in Fig. 2.

At a certain distance downstream of the nozzles,xi , the width
of a single jet is equal to the pitch,s. ul is the velocity difference
between thex-direction mean velocityud and local jet velocity,u,
and is known to be small compared withud . Moreover,n]u/]y is
less thanu]u/]x. Thus, Eq.~3! can be simplified by neglecting
higher order terms to

2ud

]u1

]x
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1

r

]t

]y
(5)

The momentum equation is greatly simplified by the assump-
tion made above, but the solution cannot be found without an
eddy viscosity or some other expression the shear stress in terms
of the parameters of the main flow. For this an extension of
Prandtl’s mixing length hypothesis@13# can be used:

t5r l 2
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]y
AS ]u

]yD 2

1 l 1
2S ]2u

]y2D 2

(6)

The mixing lengthsl and l 1 can be regarded as purely local func-
tions because the turbulence properties develop in proportion to a
mean flow length scale and they must be considered appropriately
in each particular case.

On the other hand, since the idea of similarity holds well for
jets and wakes, or the velocity profiles become nearly similar in
shape when normalized by the local velocity and width, velocity
differenceu1 , decreases in the power function with increasingx,
i.e.,

u1;xpf ~y!

3 Solution of Equations

On puttingu1;xpf (y), we have:

]u1

]x
;xp21 (7)

For turbulent jets, the Prandtl’s mixing length is constant, being
proportional to the jet width. Thus, differentiating Eq.~6!, we
obtain:
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For a two-dimensional rectangular jet, we have:

ud;uc;x21/2 (9)

Inserting~7!, ~8!, ~9! into Eq. ~5!, and rearranging gives

p523/2

For fully developed flow, the velocity distribution must be ex-
pected to be a periodic function iny, whose period is equal to the
pitch s. Thus, we can assume

u15udAS x

sD
23/2

cosS 2p
y

sD (10)

wherey50 is located at a concave minimum in the velocity dis-
tribution andA is an undetermined constant.

Comparing Eqs.~10! and ~4! givesAm as:

Am5udAS x

sD
23/2

(11)

Inserting Eq.~11! into Eq. ~4!, gives:

ud5
uc

11AS x

sD
23/2 (12)

Fig. 1 Flow pattern and coordinates of the row of multiple
rectangular jets

Fig. 2 The relationship among u, u d , u c , u 1 , and A m

408 Õ Vol. 123, JUNE 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Inserting Eq.~12! into Eq. ~10! gives:
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sD (13)

Inserting Eq.~13! into Eq. ~4! gives:
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Assuming:

A;xn (15)

And consideringud;x21/2, Eq. ~10! can be differentiated with
respect tox to give:
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Becausel 5constant and assuming thatl 15s/2p, which should
be permissible, shear stresst can be expressed by Eq.~6! as
follows:
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The above equation is differentiated with respect toy to give:
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Inserting Eq.~16! and Eq.~17! into both sides of Eq.~5!, gives:

A5
~22n!sAs

8p3l 2 Ax (18)

Comparison of Eq.~15! and Eq.~18!, gives n51/2. Inserting
into Eq. ~18! gives:
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Substituting Eq.~18! into Eq. ~13! and Eq.~14!, gives the final
solution:
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where« is defined as:

«5S umax2umin

umax
D

The start of fully merged two-dimensional flow,x2D , can eas-
ily be derived from Eq.~21! as:

x2D5
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16

s3

l 2p3

1

«
(22)

4 Computational Results and Discussion
It is interesting to note how the model behaves at various lim-

iting conditions. First, in the extreme case, whens50, according
to Eq. ~20! and Eq.~21!, u150 andu5uc , respectively. This is
consistent with the physical situation whens50, and the row of
multiple jets becomes a single jet with centerlinex velocity of uc ,
nozzle length as per the~individual! jet, and nozzle width equal to

that the number of nozzles times the single nozzle width,a. For
the other extreme case, whenx5`, thenu150 andu5uc , re-
spectively. That is, at infinite axial distance from the nozzle the
amplitude of velocity is zero, and the row of multiple jets can be
regarded as a single jet. Equation~20! also shows that wheny
5s, the velocity is equal to the peak velocity,u5uc .

Figure 3 shows the predicted downstream mean velocity pro-
files along the center planez50 of a two-dimensional jet fors
524 andl 54.5. The velocity amplitude is seen to decrease with
increasingx, gradually approaching a flat profile.

Figure 4, Fig. 5, and Fig. 6 plot predicted velocity profiles as a
function of nozzle pitch. Obviously, the distance at which the
individual jets begin to merge,x2D , decreases with decreasings.
Eq. ~22! provides a means of determining the start of fully merged
two-dimensional flow for the interfering jets.x2D is seen to be
proportional tos3. Equation~22! is an explicit and simple expres-
sion. Beyondx2D , the effectively multiple-interfering jets can be
thought of as having originated from a single slot.

Available experimental data on flow fields of multiple jets is
very limited. Figure 4 shows data obtained by Krothapalli et al.
@2#, which corresponds tos524, a53, b550 mm and u0
550 m/s. The experimental data are shown as points, and the

Fig. 3 The velocity profile with various x Õa

Fig. 4 Shown a comparison between the profile of nondimen-
sional theoretical results from Eq. „21… and measured velocity
distribution points

Fig. 5 The velocity profiles at sÄ6
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lines are theoretical predictions from Eq.~21!. It can be seen that
for x/a,40 the predicted velocities deviate significantly from the
experimental data, but forx/a.40 the predictions agree well.

The larger deviation between experiment and theory forx/a
,40 is probably because the model is based on the thin shear
theory. Forx/a,40 multiple jet flow is in the non self-similar
region, neglecting higher order terms in the model can result in
significant errors. Whenx/a.40, the jets enter a fully developed
turbulent flow region, or the self-similar region where the thin
shear theory is more appropriate. Whenx/a560 the experimental
results are a little higher than the predicted values. This may be
because the theoretical model is based on a row of jets of infinite
width, but the experiments used a slot width of 50 mm. The finite
slot is affected easily by surrounding fluid, and entrapment mixing
makes the velocity profile approach uniformity more rapidly.

For the configuration studied, Krothapalli et al. indicated that a
significant region exists where the mean velocity profiles of the
individual jets behave quite independently of each other. It was
observed that the individual jets do not interact with each other,
and in Fig. 6 of Reference@2# the deviation between a single and
multiple jet occurred at aboutx/a540. Thus, it is reasonable that
up to x/a540, the theoretical model of a single jet can be em-
ployed, and afterx/a540, the present model of multiple jets can
be used.

Fortunately, whenx/a>40, the present theoretical model
agrees well with experimental data. For most engineering cases,
the accuracy of the present theory should be sufficient.

5 Conclusion
Groups of multiple-interfering jet have a range of useful indus-

trial applications. The present theoretical model is based on the
Navier-Stokes equation and Prandtl’s mixing length, and provides
some fundamental theory on groups of the multiple-interfering
jets. The solution is different from the previous superposition
method and is relatively simple and explicit.

The results show that in the streamline direction, the axial ve-
locity decreases gradually as a single jet whilst in the transverse
direction, the velocity distribution changes as a cosinoidal func-
tion, in which the velocity amplitude decreases with increasingx,
gradually approaching a flat profile. Thus at sufficient distance
downstream the flowfield appears as if it is emerging from a
single two-dimensional slot or nozzle. It is also shown for the
special case when the hole pitch,s becomes zero, the model treats
a row of multiple jets as equivalent to a single jet, and at infinite
axial distance,x, the row of multiple jets also become equivalent

to a single jet. Furthermore, the distance at which the individual
jets are predicted to merge decreases with decreasings, the fully
merged distance,X2D , being an explicit and simple expression
given by Eq.~22!.

For the case of an array of rectangular jets having a spacing 8a,
the theoretical predictions agree with available experimental data
whenx/a>40. Because the individual jets act quite independently
of each other near the nozzle exit whenx/a,40, the jet velocity
profiles can be estimated from data on the growth rate of a single
jet. For x/a>40, in the self-similar flow region, the predictive
results are found to agree well with experimental data.

Nomenclature

a 5 rectangular nozzle width
A 5 free constant

Am 5 amplitude of velocity difference (u1)
l ,l 1 5 Prandtl’s mixing length

p 5 power
P 5 pressure
s 5 spacing between jets
t 5 time
u 5 x axial velocity

uc 5 x central axial velocity
ud 5 x axial mean velocity (5uc2Am)

umin 5 the valley mean velocity
u1 5 vibration velocity (5ud2u)

vmax 5 the peak mean velocity
x 5 x coordinate axes

x2D 5 the start of the merged two-dim flow
y 5 y coordinate axes
« 5 amplitude undulating mean velocity profile
r 5 density
t 5 shear stress
n 5 y axial velocity

References
@1# Corrsin, S., 1944, ‘‘Investigation of the Behavior of Parallel Two-Dimensional

Air Jets,’’ NACA W-90.
@2# Krothapalli, A., Baganoff, D., and Karamcheti, K., 1980, ‘‘Development and

Structure of a Rectangular Jet in a Multiple Jet Configuration,’’ AIAA J.,18,
No. 8, Aug., pp. 945–950.

@3# Krothapalli, A., Karamcheti, K., Hsia, Y., and Baganoff, D., 1983, ‘‘Edge
Tones in High-Speed Flows and Their Application to Multiple-Jet Mixing,’’
AIAA J., 21, No. 7, July, pp. 937–938.

@4# Wlezien, R. W., 1989, ‘‘Nozzle Geometry Effects on Supersonic Jet Interac-
tion,’’ AIAA J., 27, pp. 1361–1367.

@5# Moustafa, G. H., 1994, ‘‘Experimental Investigation of High-Speed Twin
Jets,’’ AIAA J., 32, No. 11, Nov pp. 2310–2322.

@6# Okamoto, T., Yagita, M., Watanabe, A., and Kawamura, K., 1985, ‘‘Interac-
tion of Twin Turbulent Circular Jet,’’ Bull. JSME,28, No. 238, Apr., pp.
617–622.

@7# Knystautas, R., 1964, ‘‘The Turbulent Jet from a Series of Holes in line,’’
Aeronaut. Q.,XV , pp. 1–28.

@8# Raghunarhan, S., and Reid, I. M., 1981, ‘‘A Study of Multiple Jets,’’ AIAA J.,
19, No. 1, Jan., pp. 124–127.

@9# Villermaux, E., and Hopfinger, E. J., 1994, ‘‘Periodically Arranged Co-
Flowing Jets,’’ J. Fluid Mech.,263, pp. 63–92.

@10# Villermaux, E., Sommeria, J., Gogne, Y., and Hopfinger, E. J., 1991, ‘‘Oscil-
latory Instability and Genesis of Turbulence Behind a High Solidity Grid,’’
Eur. J. Mech. B/Fluids,10, pp. 427–439.

@11# Wang, J. Y., Wu, D. D., and Ruan, X. N., 1996, ‘‘An analytical model of
multiple jets,’’ the 2nd International Symposium on Aeronautical Science &
Technology in Indonesia, Jakarta, June 24–27.

@12# White, F. M., 1994, ‘‘Fluid Mechanics,’’ 3rd Edition, McGraw-Hill, New
York.

@13# Schlichting, H., 1979, ‘‘Boundary-layer theory,’’ 7th edition, McGraw-Hill,
New York.

Fig. 6 The velocity profile at sÄ36

410 Õ Vol. 123, JUNE 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Po-Jen Cheng
Lecturer,

Department of Mechanical Engineering,
Far-East College, Tainan,

Taiwan, R.O.C.

Cha’o-Kuang Chen
Professor

Hsin-Yi Lai
Professor

Department of Mechanical Engineering,
National Cheng-Kung University, Tainan,

Taiwan, R.O.C.

Nonlinear Stability Analysis of the
Thin Micropolar Liquid Film
Flowing Down on a Vertical
Cylinder
This paper investigates the weakly nonlinear stability theory of a thin micropolar liquid
film flowing down along the outside surface of a vertical cylinder. The long-wave pertur-
bation method is employed to solve for generalized nonlinear kinematic equations with
free film interface. The normal mode approach is first used to compute the linear stability
solution for the film flow. The method of multiple scales is then used to obtain the weak
nonlinear dynamics of the film flow for stability analysis. The modeling results indicate
that both subcritical instability and supercritical stability conditions are possible to occur
in a micropolar film flow system. The degree of instability in the film flow is further
intensified by the lateral curvature of cylinder. This is somewhat different from that of the
planar flow. The modeling results also indicate that by increasing the micropolar param-
eter K~5k/m! and increasing the radius of the cylinder the film flow can become rela-
tively more stable traveling down along the vertical cylinder.@DOI: 10.1115/1.1359524#

1 Introduction
The stability of a film flow is a research subject of great impor-

tance commonly needed in mechanical, chemical, and nuclear en-
gineering industries for various applications including the process
of paint finishing, the process of laser cutting, and heavy casting
production processes. It is known that macroscopic instabilities
can cause disastrous conditions to fluid flow. It is thus highly
desirable to understand the underlying flow characteristics and
associated time-dependent properties so that suitable conditions
for homogeneous film growth can be developed for various indus-
trial applications.

The problem of the stability of the laminar flow of an ordinary
viscous liquid film flowing down an inclined plane under gravity
was first formulated and solved numerically by Yih@1#. The tran-
sition mechanism from laminar flow to turbulent flow was el-
egantly explained by the Landau equation~Landau@2#!. That shed
light for later development on nonlinear film stability. The Landau
equation was later rederived by Stuart@3# using the disturbed
energy balance equation along with Reynolds stresses. Benjamin
@4# and Yih @5# formulated the disturbed wave equation of free
flow surface. The flow stability of long disturbed wave was care-
fully studied and some characteristics of the flow stability on an
inclined plane are observed. Benney@6# investigated the nonlinear
evolution equation of free surface by using the method of small
parameters. The solutions thus obtained can be used to predict
nonlinear instability. However, the solutions cannot be used to
predict supercritical stability since the influence of surface tension
is not considered in the analysis of the small-parameter method.
The effect of surface tension was realized by many researchers as
one of the necessary conditions that will lead to the solution of
supercritical stability. Lin@7#, Nakaya@8#, and Krishna and Lin
@9# considered the significance of surface tension and treated it in
terms of zeroth order terms in later studies. Pumir et al.@10# fur-
ther included the effect of surface tension into the film flow model
and solved for the solitary wave solutions. Hwang and Weng@11#
showed that the conditions of both supercritical stability and sub-

critical instability possibly occur for a liquid film flow system. In
order to fully understand and characterize the stability conditions
for various film flows, detailed flow analysis is of great impor-
tance.

Several researchers have already studied the hydrodynamic sta-
bility problems regarding the fluid films flowing down a vertical
cylinder surface. Lin and Liu@12# compared their analytical solu-
tions with the existing experimental results of falling flow film on
a cylinder and creeping annular flow threads in viscous liquid.
Krantz and Zollars@13# presented an asymptotic solution and
pointed out that the effect of curvature on the stability of the film
flow is indeed significant. They also showed that the curvature of
the cylinder is indeed one of the important factors that intensify
the instability of the film flow. This phenomenon is not found in
the planar flow. Rosenau and Oron@14# derived an amplitude
equation which describes the evolution of a disturbed free film
surface traveling down an infinite vertical cylindrical column. The
numerical modeling results indicated that both conditions of su-
percritical stability and subcritical instability are possible to occur
for the film flow. The results also showed that the evolving waves
may break at the instant that linearly unstable conditions are sat-
isfied. Davalos-Orozco and Ruiz-Chavarria@15# investigated the
linear stability of a fluid layer flowing down inside and outside of
a rotating vertical cylinder. They pointed out that the centrifugal
force could stabilize the film flow so as to counteract the destabi-
lizing effect of surface tension. In the absence of rotation, the
stability can still be found for some critical wave numbers. Hung
et al.@16# investigated the weakly nonlinear stability analysis of a
condensation film flowing down a vertical cylinder. They also
showed that supercritical stability in the linearly unstable region
and subcritical instability in the linearly stable region can co-exist.
They also indicated that the lateral curvature of the cylinder has
the destabilizing effect on the film flow stability.

A vast majority of studies on thin-film flow problems were
devoted to the stability analysis of Newtonian fluids. The film
flow of non-Newtonian fluids attracted less attention in the past.
In recent years, the microstructure of fluid flows has emerged as a
research subject of great interest to many researchers. A subclass
of these fluids was named micropolar fluids by Eringen@17# who
first proposed the theory of micropolar fluids. Micropolar fluids
exhibit certain microscopic effects arising from the local structure
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and microrotations of the fluid elements. In application, the mi-
cropolar fluids may be used to model some manmade fluids, such
as the polymeric fluids, animal blood, fluids with additives, and
liquid crystals, etc. The extension of the theory of micropolar
fluids to cover the thermal effect was developed by Eringen@18#.
Liu @19,20# studied the flow stability of micropolar fluids and
found that the initiation of instability was delayed due to the pres-
ence of microstructures in the fluid. Datta and Sastry@21# studied
the instability of a horizontal micropolar fluid layer which was
heated from below. They found that the plot of Rayleigh number
versus wave number has two branches separating the zones of
stability. Ahmadi@22# studied the same problem by employing a
linear theory as well as an energy method. It was observed that the
micropolar fluid layer heated from below is more stable as com-
pared with the classical Newtonian fluid, and also found that no
subcritical instability region exists. Payne and Straughan@23# in-
vestigated the Benard problem for a thermomicropolar fluid by the
nonlinear energy stability method. They predicted that subcritical
instability may possibly occur, but did not infer the existence of
subcritical instabilities from their work. Later, Franchi and
Straughan@24# established a nonlinear energy stability analysis
for the convection of the thermo-micropolar fluid with tempera-
ture dependent viscosity. They showed that the critical Rayleigh
number depends strongly on the changes of the interaction coef-
ficient k, and indicated that the micropolar coefficientg has very
little influence on the convection threshold. Hung et al.@25# em-
ployed the method of nonlinear analysis to study the stability of
thin micro-polar liquid films flowing down along a vertical plate.
The results of their study indicated that the micropolar coeffi-
cients,D(5h0*

2/ j ) andL(5g/m j ) have very little effect on the
stability of the micropolar film. They also showed that the micro-
polar parameterK(5k/m) plays an important role in stabilizing
the film flow. It would be useful for the reader to have the various
fluid parameters that are introduced defined, and given an indica-
tion of what physical properties they measure.

The stability analysis of the micropolar liquid film flow is in-
deed an interesting research area in both theoretical development
and practical applications. To the best of our knowledge, the
weakly nonlinear stability analysis of a thin micropolar liquid film
flowing down a vertical cylinder has so far not been seriously
investigated. However, since the types of stability problems are of
great importance in many practical applications, the behavior of a
micropolar liquid film traveling down along a vertical cylinder is
carefully studied in this paper by employing both linear and non-
linear stability analysis theories. The influence of both the mi-
cropolar property and the cylinder size on finite-amplitude equi-
librium is studied and characterized mathematically. The
sensitivity analysis of both the micropolar property and cylinder
size is also carefully conducted. Several numerical examples are
presented to verify the solutions and to demonstrate the effective-
ness of the proposed modeling procedure.

2 Generalized Kinematic Equations
Figure 1 shows the configuration of a thin micropolar liquid

film flowing down along the outer surface of an infinite vertical
cylinder. All physical properties are assumed to be constant. The
principles of mass, momentum, and angular momentum conserva-
tion for an axisymmetric isothermal incompressible micropolar
flow configuration leads one to a set of system governing equa-
tions. Letu* and w* be the velocity components inr * and z*
directions, respectively, andN* is the angular microrotation mo-
mentum. The governing equations can be expressed in terms of
cylindrical coordinates (r * ,z* ) as ~Eringen@18#!
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22N* D (4)

wherer is a constant density of the flow,p* is the flow pressure,
m is the molecule fluid viscosity,J is the micro-inertial density,k
is the vortex viscosity, andg is the spin-gradient viscosity. The
last term on the right-hand side of Eq.~3! is the body force due to
gravity.

The fluid motion may assumed to be affected by~1! viscous
action, which is measured bym, ~2! the effect of couple stresses,
measured byg, and~3! the direct coupling of the microstructure to
the velocity, measured byk. Stokes@26# showed that each of the
constantsm, g, and k can have value greater than, or equal to,
zero, so that the ratiosg/m andk/m, which are measured, respec-
tively, by the relative strengths of the couple stress to the viscous
effect and the microstructure coupling to the viscous effect, can
have any value greater than, or equal to, zero. Kolpashchikov

Fig. 1 Schematic diagram of a micropolar thin film flow trav-
eling down along a vertical cylinder
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et al.@27# determined the viscosity coefficients of micropolar fluid
on the basic of viscometric and thermal measurements. The order
of magnitude of the micro-inertial density,J, is comparable tol 2,
wherel is a material length depending on the size of microstruc-
ture. For most suspensions, the order of magnitude ofl is about
1023 to 1025 cm ~Eringen@28#!. The appropriate boundary con-
ditions are:
At the cylinder surface (r * 5R* ):

u* 50 (5)

w* 50 (6)

N* 5
1

2 S ]u*

]z*
2

]w*

]r * D (7)

At free surface (r * 5R* 1h* )

2S ]u*

]r *
2

]w*

]z* D ]h*

]z*
1S ]u*
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]r * G1S* H ]2h*

]z* 2 F11S ]h*
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2
1
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]z* D 2G21/2J 5pa* (9)

N* 50 (10)

]h*

]t*
1

]h*

]z*
w* 2u* 50 (11)

whereh* is the local film thickness. The boundary conditions at
the interface, Eq.~8! and Eq.~9!, are the balance of tangential and
normal stresses~Edward et al.@29#!. In Eq. ~9!, pa* is the atmo-
sphere pressure, andS* is the surface tension. The discussion of
boundary conditions for the angular microrotation momentumN*
at solid wall and at free surface, shown in Eq.~7! and Eq.~10!,
can be found in Datta and Sastry@21# and Ahmadi@22#. Equation
~11! is the free surface kinetic equation. The variable that is asso-
ciated with a superscript ‘‘* ’’ stands for a dimensional quantity.
By introducing the stream function,w* , into dimensional velocity
components, they become

u* 5
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r *
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]z*
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21

r *
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]r *
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The dimensionless quantities can also be defined and given as
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whereL, K, andD are the dimensionless micropolar parameters,
Re is the Reynolds number,R is the dimensionless radius of the
cylinder,l is the perturbed wave length, anda is the dimension-
less wave number.h0* is the film thickness of local base flow and
u0* is the reference velocity which can be expressed as~Hung
et al. @16#!

u0* 5
gh0*

2

4nG
(14)

wheren is the fluid kinematic viscosity, and

G5F2~11R!2 lnS 11R

R D2~112R!G21

(15)

Thus, the nondimensional governing equations and the associated
boundary conditions can now be given as

pr5a Re21@~11K !~r 21w rrz2r 22w rz!2KNz#1O~a2!
(16)

~11K !r 21~r ~r 21w r !r !r2Kr 21~rN !r

54G1a Re~2pz1r 21w tr1r 22wzw rr 2r 23wzw r

2r 22w rw rz!1O~a2! (17)

L~r 21~rN !r !r22KDN1KD~r 21w r !r

5a Re~Nt1r 21wzNr2r 21w rNz!1O~a2! (18)

at the cylinder surface (r 5R)

w r5wz50 (19)

N5221~r 21w r !r1O~a2! (20)

at free surface (r 5R1h)

~r 21w r !r501O~a2! (21)

p522S•Re25/3~2G!1/3~a2hzz2r 21!

1a$22 Re21@~r 22w r2r 21w rr !hz1r 22wz2r 21w rz#%

1O~a2! (22)

N50 (23)

ht2r 21~w rhz1wz!50 (24)

Subscripts ofr, z, rr , zz, and rz are used to represent various
partial derivatives of associated underlying variables.

Since the long wave length modes~i.e., small wave numbera!
may introduce flow instability to meet our analysis objectives, the
dimensionless stream functionw and pressurep are, therefore,
expanded here in terms of some small wave numbera as

w5w01aw11O~a2! (25)

p5p01ap11O~a2! (26)

N5N01aN11O~a2! (27)

By plugging the above three equations into Eqs.~16!–~24!, the
system governing equations can then be collected and solved or-
der by order. In the physical and mathematical justification, the
nondimensional surface tensionS is a large value, the terma2S
can be treated as a quantity in zeroth order~Hwang and Weng
@11#, Hung et al.@25#!. Franchi and Straughan@24#, and Hung
et al. @25# showed that the micropolar parameterL(5g/m j ) has
very little effect on the stability of the micropolar film. For sim-
plifying the solved equations that gives no spin-gradient viscosity
effect, neglecting theL term of Eq.~18!, one can obtain the so-
lutions for the equations of both the zeroth and the first order
~given in Appendix 1!. By plugging the zeroth order and the first
order solutions into the dimensionless free surface kinematic
equation of Eq.~24!, the generalized nonlinear kinematic equation
is obtained and presented as

ht1A~h!hz1B~h!hzz1C~h!hzzzz1D~h!hz
21E~h!hzhzzz50

(28)

whereA(h), B(h), C(h), D(h), andE(h) are given in Appendix
2. In the case ofK50 andD5`, the fluid flow becomes a typical
classical Newtonian film flow. In the case ofR5`, the result
agrees exactly with the solution of plane flow.
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3 Stability Analysis
The variation of film thickness in the base flow is found to be

very small, so it is reasonable to assume that the local dimension-
less film thickness is equal to one. The dimensionless film thick-
ness when expressed in perturbed state can be expressed as

h~ t,z!511h~ t,z!, h 5O~a! (29)

whereh is a perturbed quantity to the stationary film thickness.
By inserting the above equation into Eq.~28! and collecting all
terms up to the order ofh3, the evolution equation ofh is ob-
tained and given as

h t1Ahz1Bhzz1Chzzzz1Dhz
21Ehzhzzz

52F S A8h1
A9

2
h2Dhz1S B8h1

B9

2
h2Dhzz

1S C8h1
C9

2
h2Dhzzzz1~D1D8h!hz

2

1~E1E8h!hzhzzzG1O~h4! (30)

The values ofA, B, C, D, E and their derivatives are all evaluated
at the dimensionless height,h51, of the film flow.

Linear Stability Analysis. As the nonlinear terms in Eq.~30!
are neglected, the linearized equation is obtained and given as

h t1Ahz1Bhzz1Chzzzz50 (31)

In order to use the normal mode method for analysis, we assume
that

h5a exp@ i ~z2dt!#1c.c. (32)

where a is the perturbation amplitude, andc.c. is the complex
conjugate counterpart. The complex wave celerity,d, is given as

d5dr1 idi5A1 i ~B2C! (33)

wheredr is the linear wave speed, anddi is the linear growth rate
of the amplitudes. Fordi.0, the flow is in unstable linearly su-
percritical condition. Fordi,0, the flow is in stable linearly sub-
critical condition.

Nonlinear Stability Analysis. The method of multiple scales
is used to analyze the stability of the nonlinear system. Several
associated notions are defined and expressed as
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where « is a small perturbation parameter,t15«t, t25«2t, z1
5«z. After plugging the above expressions into Eq.~30! and
performing expansion and rearrangement, the equation can be ob-
tained as
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Equation~37! can now be solved order by order. After collecting
the terms of order ofO(«) and solving for the resulting equation
L0h150, the solution can be easily obtained as

h15a~z1 ,t1 ,t2!exp@ i ~z2drt !#1c.c. (43)

After collecting terms and solving for the secular equation of or-
der O(«2), the solution ofh2 gives

h25ea2 exp@2i ~z2drt !#1c.c. (44)

By plugging bothh1 andh2 into the equation of orderO(«3), the
resulting equation becomes

]a
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The overhead bar appearing in the above expressions stands for
the complex conjugate of the same variable. Here, Eq.~45! is
generally referred to as the Ginzburg-Landau equation~Ginzburg
and Landau@30#!. It can be used to investigate the weak nonlinear
behavior of the fluid film flow. The solution of the exponential
form is assumed and given as

a5a0 exp@2 ib~ t2!t2# (50)

By employing the condition of a filtered wave that gives no spatial
modulation, neglecting the diffusion term, and substituting the
assumed solution of Eq.~50! into Eq. ~45!, one can obtain

]a0

]t2
5~«22di2E1a0

2!a0 (51)

]@b~ t2!t2#

]t2
5F1a0

2 (52)

Of course, ifE1 becomes zero, the Eq.~51! is reduced to a linear
equation. The second term on the right-hand side of Eq.~51! is
induced by the effect of nonlinearity. It can either decelerate or
accelerate the exponential growth of the linear disturbance based
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on the signs ofdi andE1 . Equation~52! can be used to modify
the perturbed wave speed caused by infinitesimal disturbances ap-
peared in the nonlinear system. In the linear unstable region (di
.0), the condition for a supercritical stable region to exist is
given asE1.0. The threshold amplitude,«a0 , is given as

«a05Adi

E1
(53)

and the nonlinear wave speed is given as

Ncr5dr1«2b5dr1di S F1

E1
D (54)

On the other hand, in the linearly stable region (di,0), if E1
,0, the film flow presents the behavior of subcritical instability,
and«a0 is the threshold amplitude. The condition for a subcritical
stable region to exist is given asE1.0. Also, the condition for a
neutral stability curve to exist isE150. Based upon the discussion
presented above, various characteristic states of the Landau equa-
tion can be summarized and presented in Table 1.

4 Numerical Examples
A numerical example is presented here to illustrate the effec-

tiveness of the proposed modeling procedure in dealing with the
problem of a thin micropolar fluid film flowing down along a
vertical cylinder. In order to validate the result of analytical deri-
vation, a finite-amplitude perturbation generator is employed to
disturb the system for both linear and nonlinear stability analyses.
Based on the modeling results, the condition for thin-film flow
stability can now be expressed as a function of Reynolds number,
Re, dimensionless perturbation wave number,a, dimensionless
radius of cylinder,R and micropolar parameters,K andD. Some
important conclusions are made. The modeling results are also
used to compare the analytical solutions given in this paper and
some other conclusive results appearing in the literature.

Figure 1 shows the schematic diagram of a micropolar liquid
film traveling down along a vertical cylinder. Physical parameters
that are selected for study include~1! Reynolds numbers ranging
from 0–15, ~2! the dimensionless perturbation wave numbers
ranging from 0–0.12,~3! the values of micropolar parameterK
including 0, 0.5, and 1.0,~4! the value of micropolar parameterD
is 10, and~5! the values of dimensionless radius distance includ-
ing 10, 20, 50, and̀ . The neutral stability curve was obtained by
computing the conditions of linear stability for a linear amplitude
growth ratedi50. The stability of flow field~a-Re plane! is sepa-
rated into two different regions by the neutral curve. In the lin-
early stable subcritical region, the perturbed small waves decay as
the perturbation time period increases. However, in the linearly
unstable supercritical region, the perturbed small waves grow as

the perturbation time period increases. In order to study the influ-
ence of the micropolar parameters and radius of cylinder on the
stability of the film flow, a constant dimensionless surface tension
(S56173.5) is used throughout for all numerical computations
~Hung et al.@25#!.

Linear Stability Solutions. Figure 2~a! shows the neutral sta-
bility curves of the micropolar film flow with different values on
the micropolar parameter,K. The results indicate that the area of
linearly unstable region (di.0) becomes larger for a decreasing
K. Figure 2~b! shows the neutral stability curves of the micropolar
film flow with different values on the radiusR. The results indi-
cate that the area of linearly unstable region (di.0) becomes
larger for a decreasingR. Figures 3~a!–3~b! show the temporal
film growth rate of micropolar fluid forK50.5 andK51.0. The
temporal film growth rate of Newtonian flow~i.e., K50! is also
given in the figure for comparison purpose. It is interesting to note
that temporal film growth rate increases as the values ofK de-

Fig. 2 „a… Neutral stability curves for three different K values
at RÄ20, „b… neutral stability curves for four different R values
at KÄ0.5

Table 1 Various states of the Landau equation
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creases and Re increases. Furthermore, it is found that both the
wave number of neutral mode and the maximum temporal film
growth rate increase as the value ofK decreases. In other words,
the larger the value of micropolar parameterK is, the higher the
stability of a liquid film becomes. Figures 3~c!–3~d! show the
temporal film growth rate of micropolar fluid (K50.5) for R
510, 20, and 50. The temporal film growth rate of the plane flow
~i.e., R5`! is also given in the figure for comparison purpose. It
is noted that temporal film growth rate decreases as the value ofR
increases. Furthermore, it is found that both the wave number of
neutral mode and the maximum temporal film growth rate in-
crease as the value ofR decreases. In other words, the larger the

value of radiusR is, the higher the stability of a liquid film be-
comes. ForD.10, the micropolar parameterD has very little
effect on the stability of film flow.

Nonlinear Stability Solutions. As the perturbed wave grows to
finite amplitude, the linear stability theory is no longer valid for
accurate prediction of flow behavior. The theory of nonlinear sta-
bility should be used to study whether the disturbed wave ampli-
tude in the linear stable region will become stable or unstable. The
problem that subsequent nonlinear evolution on disturbance in the
linear unstable region will develop to a new equilibrium state
~supercritical stability! with a finite amplitude or a unstable situ-

Fig. 3 „a… Amplitude growth rate of disturbed waves in micropolar flows for three different K values at Re Ä10 and RÄ20, „b…
amplitude growth rate of disturbed waves in micropolar flows for three different K values at aÄ0.06 and RÄ20, „c… amplitude
growth rate of disturbed waves in micropolar flows for four different R values at Re Ä10 and KÄ0.5, „d… amplitude growth rate of
disturbed waves in micropolar flows for four different R values at aÄ0.06 and KÄ0.5
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Fig. 4 „a… Neutral stability curve of micropolar film flows for KÄ0 and RÄ20, „b… neutral stability curve of micropolar film flows
for KÄ0.5 and RÄ20, „c… neutral stability curve of micropolar film flows for KÄ1.0 and RÄ20, „d… neutral stability curve of
micropolar film flows for KÄ0.5 and RÄ10, „e… neutral stability curve of micropolar film flows for KÄ0.5 and RÄ50, „f … neutral
stability curve of micropolar film flows for KÄ0.5 and RÄ`
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ation is also studied. As mentioned before, a negative value ofE1
can cause the system to become unstable. Such a condition in the
linear region is referred to as the subcritical instability. In other
words, if the amplitude of disturbances is greater than the thresh-
old amplitude, the amplitude of disturbed wave will increase. This
is contradictory to the result predicted by using a linear theory. As
a matter of fact, such a condition in the subcritical unstable region
can, in some cases, cause the system to become explosive.

The hatched areas near the neutral stability curves in Figs.
4~a!–4~f ! reveal that both the subcritical instability condition
(di,0, E1,0) and the explosive supercritical instability condi-
tion (di.0, E1,0) are possible to occur for all values ofK andR
that are used in this study. Figures 4~a!–4~c! show that the neutral
stability curves ofdi50 andE150 are shifted downward as the
values ofK increase. Therefore, the area of shaded subcritical
instability region increases and the area of shaded supercritical
instability region decreases as the values ofK increase. The area
of supercritical stability region (di.0, E1.0) decreases and the
area of subcritical stability region (di,0, E1.0) increases as the
values ofK increase. Figures 4~b!, 4~d!–4~f ! show that the neutral
stability curves ofdi50 and E150 are shifted upward as the
values ofR decrease. Therefore, the area of shaded subcritical
instability region increases and the area of shaded supercritical
instability region decreases as the values ofR increase. The area
of supercritical stability region (di.0, E1.0) increases and the
area of subcritical stability region (di,0, E1.0) decreases as the
values ofR decrease.

Figure 5~a! shows the threshold amplitude in subcritical un-
stable region for various wave numbers with differentK values at
Re510 andR520. The results indicate that the threshold ampli-
tude«a0 becomes smaller as the value of micropolar parameterK
decreases. Figure 5~b! shows the threshold amplitude in subcriti-
cal unstable region for various wave numbers with different val-
ues of radiusR at Re510 andK50.5. The results indicate that the
threshold amplitude«a0 becomes smaller as the value of radiusR
decreases. In such situations, the film flow will become unstable.
That is to say, if the initial finite-amplitude disturbance is less than
the threshold amplitude, the system will become conditionally
stable. On the other hand, if the initial finite-amplitude distur-
bance is greater than the threshold amplitude, the system will
become explosively unstable.

In the linearly unstable region, the linear amplification rate is
positive, while the nonlinear amplification rate is negative. There-
fore, a linear infinitesimal disturbance in the unstable region, in-
stead of going infinite, will reach finite equilibrium amplitude as
given in Eq.~51!. Figure 6~a! shows the threshold amplitude in
the supercritical stable region for various wave numbers under
different values of micropolar parameterK at Re510 and R
520. It is found that the increase ofK will lower the threshold
amplitude, and the flow will become relatively more stable. Figure
6~b! shows the threshold amplitude in the supercritical stable re-
gion for various wave numbers under different values of radiusR
at Re510 andK50.5. It is found that the increase ofR will lower
the threshold amplitude, and the flow will become relatively more
stable.

The wave speed of Eq.~33! predicted by using the linear theory
is a constant value for all wave numbers and Reynolds number.
However, the nonlinear wave speed, given by Eq.~54!, can be
influenced by the wave number, Reynolds number, micropolar
parameterK, and the radius of cylinder. The nonlinear wave speed
is plotted in Fig. 7~a! for various wave numbers andK values at
Re510 and R520. It is found that the nonlinear wave speed
decreases as the value ofK increases. Figure 7~b! shows the non-
linear wave speed for various wave numbers and values ofR at
Re510 andK50.5. It is found that the nonlinear wave speed
increases as the value ofR decreases. Similarly, as mentioned in
the linear stability analysis, ifD.10, the micropolar parameterD

has very little influence on the results and characteristics of the
threshold amplitude of subcritical instability or supercritical sta-
bility.

It is also noted that a cylinder with a smaller radius makes the
flow relatively more unstable. This is due to the surface tension of
the lateral curvature. In Eq.~22!, the streamwise surface tension
term, S•Re25/3(2G)1/3a2hzz, is independent of the value ofr.
However, the lateral surface tension term,S•Re25/3(2G)1/3r 21, is
inverse to the value ofr. When the film flows down the outer
surface of the cylinder with a smaller radius, the surface tension
term of the lateral curvature will become larger. Therefore, it has
a destabilizing effect. This destabilizing effect occurs because the
radius of the trough of waves has a smaller value than that at the
crest of the waves, and the surface tension will produce large

Fig. 5 „a… Threshold amplitude in subcritical unstable region
for three different K values at Re Ä10 and RÄ20, „b… threshold
amplitude in subscritical unstable region for three different R
values at Re Ä10 and KÄ0.5
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capillary pressure at a smaller radius of curvature. This will in-
duce the capillary pressure and force the fluid trough to move
upward to the crest. Thus, the amplitude of the wave is increased.

As discussed above, it becomes apparent that the stability char-
acteristic of a film flow traveling down along a vertical cylinder is
significantly affected by the values of micropolar parameterK and
the radiusR. That is to say, the degree of stability in a micropolar
film flow increases as the values of bothK and R increase. By
setting R→`, the result becomes a solution for the plane flow
problem. In the plane flow solution, it is noted that the flow field
becomes relatively stable as the micropolar parameterK increases.
This phenomenon agrees well with the conclusion given by Hung
et al. @25#. By settingK50, andD5`, the results of a classical

Newtonian flow are obtained. As compared to the modeling re-
sults given by Hung et al.@16#, it is found that both solutions
agree well with each other.

5 Concluding Remarks
The stability of a micropolar thin film flow traveling down

along a vertical cylinder is thoroughly investigated in this paper
by using the method of long wave perturbation. The generalized
nonlinear kinematic equations of the free film surface near the
wall is derived and is numerically estimated to study the stability
of flow field under different values of micropolar parameters and
radius of the cylinder. Based on the modeling results, several con-
clusions can be made as follows:

1 In the linear stability analysis, the neutral stability curve that
separates the flow field into two different regions was first com-
puted for a linear amplitude growth rate ofdi50. The modeling

Fig. 6 „a… Threshold amplitude in supercritical stable region
for three different K values at Re Ä10 and RÄ20, „b… threshold
amplitude in supercritical stable region for three different R val-
ues at ReÄ10 and KÄ0.5

Fig. 7 „a… Nonlinear wave speed in supercritical stable region
for three different K values at Re Ä10 and RÄ20, „b… nonlinear
wave speed in supercritical stable region for three different R
values at Re Ä10 and KÄ0.5
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results indicate that the area of linearly unstable region becomes
larger for a decreasingK and a decreasingR. It is also noted that
the growth rate of temporal film is reduced with an increasingK
and an increasingR. In other words, the degree of stability is
increased if the flow is perturbed by waves with a lower Reynolds
number, a larger micropolar parameter, and a greater radius of the
cylinder.

2 In the nonlinear stability analysis, it is noted that the area of
shaded subcritical instability region decreases as the value ofK
decreases and the value ofR decreases. On the other hand, the
area of shaded supercritical instability region increases with a de-
creasingK value and a decreasingR value. It is also shown that
the area of supercritical stability region increases as the value ofK
decreases and the value ofR decreases. The area of subcritical
stability region decreases as the value ofK decreases and the
value ofR decreases. It is shown that the threshold amplitude«a0
in the subcritical instability region decreases as the value of mi-
cropolar parameterK decreases and the value of radiusR de-
creases. If the initial finite-amplitude disturbance is greater than
the threshold amplitude value, the system will become explosively
unstable. Both the threshold amplitude and nonlinear wave speed
in the supercritical stability region decrease with an increasingK
value and an increasingR value.

3 The values of micropolar parameterK and radiusR strongly
affect the stability characteristic of a flow film. It is generally true
that the stability of a micropolar film flow increases as the value
of K increases and the value ofR increases. The flow field be-
comes relatively stable for a larger micropolar parameterK and a
larger radiusR. Because the effect of the microstructure in mi-
cropolar fluid will increase the effective viscosity, it can, there-
fore, reduce the convective motion of flow.
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Nomenclature

d 5 complex wave celerity5dr1 idi
g 5 gravitational acceleration
h 5 film thickness

h0* 5 local base flow film thickness
J 5 micro-inertial density
K 5 micropolar parameter5k/m
N 5 angular micro-rotation momentum
p 5 fluid pressure

pa* 5 pressure of the atmosphere
R 5 radius of cylinder

Re 5 Reynolds number5u0* h0* /n
r, z 5 coordinates transverse and along to the cylinder sur-

face
S 5 surface tension of the fluid
t 5 time

u0* 5 reference velocity5gh0*
2/4nG

u, w 5 velocities alongr- andz-directions, respectively

Greek symbols

a 5 dimensionless wave number
g 5 spin-gradient viscosity
k 5 vortex viscosity
D 5 micropolar parameter5h0*

2/J
« 5 infinitesimal parameter
h 5 dimensionless perturbed film thickness
L 5 micropolar parameter5g/mJ
l 5 perturbed wave length

m 5 fluid dynamic viscosity
n 5 fluid kinematic viscosity
r 5 density of the fluid
w 5 stream function of the fluid

Superscripts

* 5 dimensional quantities
8 5 differentiation with respect toh

Subscripts

t, r, z 5 partial differentiation with respect to the subscript
0,1,2....5 expansion order of the long wave
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At the Upper Transition of
Subcritical Regime of a Circular
Cylinder
The present study establishes the transition between the lower and upper subcritical
regime of flow over a circular cylinder at 73103,Re,23104. Based on a new sam-
pling technique, it is shown that the small-scale secondary vortices, especially those of
high energy, play an important role in the transition. Within a primary vortex shedding
period, the secondary vortices appear in groups. In a group, the streamwise velocity of
secondary vortices exhibits the increase, peak, and decrease pattern associated with the
formation of Strouhal vortices. In the lower subcritical regime, the Group I of singular
group occurs most frequently, while in the upper subcritical regime, the Group III of three
groups is the most frequent. Pairings of successive secondary vortices are found, and the
paired vortices also appear in groups. The present model of transition involves the exci-
tation of the separated shear layer at the most amplified mode by the disturbances asso-
ciated with the secondary and paired vortices. Due to their mutual interference, the
higher-energy small-scale vortices affect the primary vortex sheet, which in turn amplifies
the former. These higher-energy vortices have enhanced pairings, which also play a
dominant role in the later stage of transition.@DOI: 10.1115/1.1365120#

Introduction

In the subcritical regime of a circular cylinder, 103,Re,2
3105, two subregimes are defined. In the lower subcritical re-
gime, vortex shedding is dominant and is correlated over a large
axial distance@1#. The Bloor-Gerrard secondary vortices and the
Strouhal vortices induce strong interaction@2#. In the upper sub-
critical regime, the frequency of the vortex shedding varies with
time, and the axial correlation length is smaller@1#. The Bloor-
Gerrard secondary vortices amalgamate into the Strouhal vortices
@2#.

The small-scale Bloor-Gerrard secondary vortices roll up from
the Kelvin Helmholtz instability in the formation region of the
large-scale primary vortices. The ratio of the frequency of the
secondary vorticesf i , to that of the primary vortices,f v , as re-
cently reviewed by Prasad and Williamson@3#, has the relation
f i / f va Re0.67. With the suppression of the primary vortices by a
splitter plate, the frequency of the secondary vortices does not
change, indicating the vortices are intrinsically related to the sepa-
rated shear layer characteristics@2#. At Re553103, the secondary
vortices appear visually in sequence, consisting of as many as
three to five vortices@4#. Their development is not consistent be-
tween primary shedding cycles, and an individual vortex can rap-
idly attain a large circulation. The presence of a secondary vortex
with large circulation is observed to result in the delayed forma-
tion of the primary vortex at Re52.53103. In the lower subcriti-
cal regime, these secondary vortices also appear as packets of
shear layer fluctuations for parallel shedding at Re52.53103 @3#.
Wei and Smith@5# observed the rapid distortion of these packets a
cellular structure further downstream. A feedback mechanism be-
tween the old and new secondary vortices may be responsible for
the alignment of the new cells essentially directly downstream of
the old ones.

The Bloor-Gerrard vortices generated in the separated shear

layer, here referred to as the secondary vortices, resemble those in
the plane mixing layer@6#, in which pairing of successive vortices
occurs further downstream@7,8#. In the near wake of a cylinder,
pairing of secondary vortices also occurs@2,9,10,11#. Secondary
vortex pairing usually occurs before the roll-up of the large-scale
primary vortices, and depends on the Reynolds number@11#.

The evolution and strain field of the primary vortices may have
a significant effect on the development of the small-scale vortices
@4#. The forcing effect of the primary vortices in the region of
initial disturbance growth results in more rapid secondary vortex
evolution and deformation@5,9,12#.

The above studies used flow visualization and spectral analysis
to observe the first appearance and behavior of the Bloor-Gerrard
secondary vortices. The studies on their mutual effects were based
on instantaneous, phase-averaged or averaged flow visualization
pictures. There is, however, no systematic and quantitative study
of these two types of vortices and their mutual interference in the
transition between the lower and upper subcritical regime. As
there is not a distinct transition between the two regimes, this
study will first establish the Reynolds number range in which
transition occurs. It will present the quantitative results of these
two types of vortices and their mutual interference using a new
conditional sampling technique. The mechanism for the transition
will be explored and presented.

Apparatus and Measurement Technique
The experiments were carried out in a low speed wind tunnel of

test section 0.4 m30.4 m. The freestream turbulence intensity was
about 0.2 percent at the freestream mean velocityU0 of 20 m/s.
The cylinder diameterd was 50 mm and the blockage ratio of the
cylinder was 12.5 percent. The Reynolds number range, based on
the diameter, was 43103,Re,33104, covering the transition
between the lower and upper subcritical regime.

The origin of the coordinates is taken at the center of the cyl-
inder. Thex axis coincides with the direction of the flow, thez
axis with the cylinder axis and they direction normal to these two.
Two rectangular end plates with leading edge of 2.5d and trailing
edge of 4.5d, the same as those of Kourta et al.@2#, were located
at 2d from the tunnel wall. The aspect ratiol /d of the cylinder was

1Now at Maunsell Environmental Management Consultants Ltd., Room 1213-
1219, Grand Central Plaza, Tower 2, 138 Shatin Rural Committee Road, Shatin,
N.T., Hong Kong.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
December 4, 1998; revised manuscript received December 20, 2000. Associate Edi-
tor: D. Williams.

422 Õ Vol. 123, JUNE 2001 Copyright © 2001 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4. The present aspect ratio~AR!, blockage ratio and local turbu-
lence intensity were within the ranges used by past researchers
@13,14#.

As the free shear layer, the vortex formation length and the
separation point are only slightly different at the freestream tur-
bulence intensities of 0.1 percent and 1.4 percent@15–17#, one
would expect the effect of freestream turbulence to be insignifi-
cant in the present investigation. The region of study was mainly
at x/d,1, and the momentum thickness near the separation of the
boundary layer was about 331024 m. The cylinder diameter, and
thus the blockage ratio, was chosen for reasonable thickness of the
separated shear layer. The aspect ratio, as will be shown later in
flow visualization, was adopted for two dimensionality of the
newly rolled-up secondary vortices. The frequency ratiosf i / f v
obtained with cylinder aspect ratios of 1, 4, and 6 agree with those
of Bloor @18#, Peterka and Richardson@19#, Wei and Smith@5#,
Norberg @1#, Kourta et al.@2#, and Prasad and Williamson@3#,
where higher aspect ratios and smaller blockage ratios were used
~Fig. 1!. The slightly higher frequency ratios atAR54 and 1 are
partly due to the aspect ratio and partly due to the fairly broad
spectral peak off i . The agreement of the frequency ratio provides
further evidence that the presentf i , as determined from the spec-
trum of the streamwise velocity, is associated with the secondary
vortices observed by the previous investigators. The formation
length of the primary vortices, based on the maximum streamwise
turbulence intensity@1,20#, varies from 1.25d–2.5d, depending on
Reynolds number. The formation lengthl s of the secondary vor-
tices was based on the maximum spectral peak atf i , and in the
present study it depends on Reynolds number@1,9#. It varies from
l s /d50.6 at Re54.73103 to 0.2 at 7.53103<Re<3.13104 ~Fig.
2!. Thus, the main part of the current measurements was carried
out in the regime (0.1,x/d,1), just after the roll-up of the sec-
ondary vortices but within the formation length of the primary
vortices.

The single hot wire measurements were made with a wire di-
ameter of 5mm and length of 2 mm. Due to the small thickness of
the separated shear layer in the formation region, a three-wire
probe of wire lateral spacing of 1 mm was used. Among the three
signals obtained in the shear layer, only the highest amplitude one

was selected. The hot-wire probe was mounted on a computer
controlled table for positioning in thex, y, z directions. The signal
from the constant temperature anemometer was acquired at a rate
of 5000 samples per second through a Data Translation 2821 digi-
tal data acquisition board. A sampling time was 500s. The data
were then transferred to the Workstation DEC 5000/200 PXG and
Pentium II Processor for further analysis.

A new conditional sampling scheme was developed to reveal
the interaction of the Bloor-Gerrard secondary vortices and the
primary vortex sheet. In this scheme, the velocity trough of the
primary vortex sheet time history was located first, then the ve-
locity signal of the secondary vortices in the trough region was
sampled according to a threshold level~Fig. 3!. Three threshold
levels, 1,s i,2, 2,s i,3 ands i.3 were selected, wheres i is
the threshold level ratio of the instantaneous velocityui to the rms
valueui8 of the secondary vortices. The primary vortex sheet was
also sampled based on the threshold level. Since the formation
and presence of the secondary vortices on the primary vortex
sheet are not stationary, some cancellation may occur during av-
eraging. Instead of sampling the streamwise velocityui of the
secondary vortices, their streamwise energyui

2 was adopted. The
triple decomposition of the fluctuating velocity field yields@21#,

u5uv1ui1ur ,

where subscriptsv, i, andr denote the primary vortex sheet, sec-
ondary vortex and random components, respectively. The triple
decomposition of the fluctuating velocity is based on 1/3 octave
filtering at the center frequencies of fairly distinct spectral peaks
corresponding to the different types of vortices~Fig. 4!. Besides
the peak atf v associated with the primary vortices, at Re51.2
3104, y/d50.66, there are peaks atf i and f i /2 associated with the
secondary and paired vortices at 0.2<x/d<0.6. The signals of the
small-scale vortices and their pairings start to appear atx/d
50.2. The local random turbulence also starts to build up its
energy at this streamwise position.

At the minimum velocity (uv)min , the time of the jth sample of
the primary vortex sheet istv

j ~Fig. 3! The secondary vortices
within the time period of the primary vortex sheet were scanned
for their maxima in the determination of the threshold levels i

j .
DTv

j is the period of the successive maximum velocities of the
primary vortex sheet. As there are three threshold levels, the func-
tion

Fig. 2 Variation of formation length of secondary vortices. Un-
certainty: Á5 percent.
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g~s i
j !51 if smin,s i,smax

50 if smin.s i or s i.smax.

Thus, the valid samples of the secondary vortices within the time
period of (tv

j 2DTv
j /2),t,(tv

j 1DTv
j /2) are acquired. The recov-

ered streamwise energy of secondary vortices ofn samples of
primary vortex sheet, based on the alignment withtv

j , is

^ui
2&5(

j 5n
~ui

j !2g~s i
j !/n.

The recovered streamwise velocity of the primary vortex sheet,
based on the alignment withtv

j , is

^uv&5(
j 5n

uv
jg~s i

j !/n.

The total number of ensembles of each threshold level was
greater than 2000, or about 40–70 percent of total samples.

Some of the patches of secondary vortices within a cycle of the
primary vortex sheet may contain up to three groups~Figs. 7~a-c!!
per Strouhal shedding cycle. A group is defined as a packet of
secondary vortices, which produces an increase, a maximum and a
decrease in its streamwise velocity. Thus, separate ensemble av-
eraging was carried out.

Pairing of successive secondary vortices also occurs in the near
wake @2,12,10,11#. In the recovery of the paired secondary vorti-
ces, the same conditional sampling scheme was adopted, except
that three threshold levels were based on thes i /2 at the subhar-
monic frequencyf i /2. The patches of pairing and paired second-
ary vortices within a cycle may also contain more than one group
~Fig. 7c!. Thus, the threshold level of the downstream vortex
group was used for triggering. The recovered streamwise energy
of paired secondary vortices ofn samples of primary vortex sheet,
based on the alignment withtv

j , is

^ui /2
2&5(

j 5n
~ui /2

j !2g~s i /2
j !/n.

Flow visualization was conducted in another wind tunnel of test
section 0.56 m30.56 m. The diameter of the cylinder was 88 mm,
giving a blockage ratio of about 15 percent. The Reynolds number
was 7.63103. The aspect ratio was 4.2. The larger cylinder diam-
eter was adopted to produce larger separated shear layers and
secondary vortices. The frequency ratiof i / f v at Re57.63103

from flow visualization agrees with other results~Fig. 1!. Tita-

Fig. 3 Scheme of conditional sampling of primary vortex sheet and secondary
vortices

Fig. 4 Spectra of streamwise velocity at different streamwise
locations. y ÕdÄ0.66. ReÄ1.2Ã104. xÕd: , 0.1; — — —, 0.2;
- " - " -, 0.3; - " " - " " -, 0.4; " " " " ", 0.5; - - - -, 0.6. Uncertainty: Á5
percent.
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nium tetrachloride (TiCl4) was introduced near the front stagna-
tion point. A 35 mm still camera with a motor drive operating at
3.3 frames per second was used to take the still photographs.

Based on different sets of measurements, the experimental un-
certainty of the data was as follows: the mean velocity63 per-
cent, fluctuating velocity65 percent and linear dimensions60.1
mm. The uncertainty of the nondimensional groups, such as fre-
quency ratio and recovered velocity ratios, is65 percent.

Results and Discussion

Flow Visualization. The flow visualization pictures of the de-
veloping primary sheet, primary vortices and the secondary vorti-
ces at the mid span on thex-y plane at Re57.63103 are shown in
Figs. 5~a! and 5~b!. TiCl4 was introduced at a point downstream of
the front stagnation point. Due to parallax, the end of cylinder
appears larger. The primary vortex sheet rolls up atx/d'2 and 3.
The shedding is of parallel mode@3#. In Fig. 5~a!, there are suc-
cessive secondary vortices on the upper part of the cylinder. They
even appear on the roll of the primary vortex. The frequency ratio
f i / f v , based on counting the vortices, agrees with the results of
hot wires and others~Fig. 1!. In Fig. 5~b!, two successive second-
ary vortices atx/d'0.6 undergo pairing, with the leading one

convecting towards the low speed region of the wake. These pair-
ings occur in the formation region and before the roll-up of the
primary vortices. The above observation of the small-scale sec-
ondary vortices and their pairing in the very near wake agrees
with those at nearly the same Reynolds number range of Kourta
et al.@2#, Unal and Rockwell@12#, Braza et al.@10#, and Lin et al.
@11#.

The spanwise flow visualization pictures are shown in Figs.
6~a!–6~c!. In Fig. 6~a!, the newly rolled-up secondary vortex at
x/d'0.3 and the three vortices further downstream are basically
two dimensional. There are only slight spanwise modulations on
the vortices. In Fig. 6~b!, at another instant, the visualized newly
rolled-up secondary vortex appears atx/d'0.2. In the upper part
of the span, the vortices convect downstream without pairing~Fig.
6~b!!. In the lower part, the two most downstream vortices un-
dergo pairing, forming a larger and more diffused vortex. At the
spanwise locations marked 1, 2, 3, and 4 the succeeding upstream
secondary vortices develop earlier. At ‘‘4,’’ the earlier develop-
ment even occurs atx/d'0.2. In the lower half, the formation of
this part of the primary vortex~at x/d'1.5! seems to be delayed.
The delayed roll-up of the primary vortex sheet~at x/d'2! is
more obvious in Fig. 6~c!, where there is a distinct difference in
the positions of these two parts of the developing primary vorti-
ces. This illustrates the effect of the secondary vortices and their
pairing on the large-scale vortices.

A closer look at another picture, Fig. 6~d!, shows two second-
ary vortices pairing into a larger one atx/d'1, marked ‘‘1.’’ The
two succeeding upstream secondary vortices are more intense and
larger in size than the adjacent ones. They also show more three
dimensionality. The succeeding one farther upstream seems to
appear earlier.

The alignment of the new cells of secondary vortices directly
behind the older ones has been observed by Wei and Smith@5#
and contributes to the feedback mechanism. The instantaneous
PIV pictures of vorticity in the near wake of a circular cylinder at
Re513104 obtained by Lin et al.@11# show pairing of two sec-
ondary vortices atx/d'0.6 and the succeeding vortex atx/d
'0.25 has higher vorticity than other secondary vortices. Thus,
Fig. 6 seems to suggest that at Re57.63103, in the early stage of
the transition, the two-dimensional newly formed secondary vor-
tices develop spanwise three dimensionality. Local pairing over
even more than half the span of the vortices affects the roll-up of
the primary vortex sheet. The alignment of the successive second-
ary vortex cells, at least for some of them, is due to the feedback
mechanism associated with the disturbances of the pairing second-
ary vortices.

Conditional Sampling

Secondary Vortices. Figures 7~a!–7~c! show the time histo-
ries of the overall and filtered streamwise velocities at the center
frequency f v and f i of the primary vortex sheet and secondary
vortices at different Reynolds numbers. The time axes are normal-
ized by the period of the primary vortex sheetDTv at 1,s i,2.
The measurement locations were at the early state of the develop-
ing primary vortex sheet, before its roll-up and just after the for-
mation of the secondary vortices. In the lower subcritical regime
of Re54.73103, the overall velocity fluctuations are dominated
by the primary vortex sheet with small high frequency compo-
nents~Fig. 7~a!!. At x/d50.65,y/d50.64, the secondary vortices
occur randomly throughout the time history of the vortex sheet.
Further, the vortex sheet has the well-known low frequency
modulation.

At Re51.083104, the velocity fluctuations atx/d50.2, y/d
50.56 show frequent bursts of intensive activity of the secondary
vortices ~Fig. 7~b!!. These bursts of high frequency are clearly
shown in the overall fluctuations. They occur near the troughs of
the velocity of the vortex sheet, suggesting a coupling between the
primary vortex sheet and the secondary vortices. They appear as

Fig. 5 Flow visualization „streamwise … of near wake. Re Ä7.6
Ã103. „a… Secondary vortices; „b… pairing secondary vortices.
Different time instants.
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packets of shear layer fluctuations, and are also observed atx/d
51.0,y/d'0.8, within the formation region of the primary vortex
at the Reynolds number range of 2.53103 to 83103 @3#. They are
only found for parallel shedding and are more frequent at higher
Reynolds number. At this Reynolds number of 1.083104, Fig.
7~b! also shows the packets of secondary vortices within a cycle
appearing in Group I of singular group and Group II of two
groups~marked 1G and 2G, respectively!. Further discussion on
this issue will be presented later.

In the upper subcritical regime at Re53.13104, at x/d50.2,
y/d50.56, there are more frequent occurrences of the secondary
vortices~Fig. 7c!. The coupling between the primary vortex sheet
and the secondary vortices is still found. The secondary vortices
also occur near the troughs of velocity of the vortex sheet. The
modulation of the velocity of the vortex sheet seems to occur
mainly on the negative side. At this Reynolds number, more sec-
ondary vortices appear in Group II~marked 2G!, and Group III of
three groups~marked 3G! per primary vortex cycle.

The energies of the primary vortex sheet, the secondary vorti-
ces, and the random components are shown in Fig. 8. The stream-
wise position for these measurements is at the end of the second-
ary vortex formation length. The random componentur is
obtained by subtracting the band-passed signals ofuv , its har-
monic,ui and its subharmonic from the overallu. The secondary
vortices contain less than one percent of the overall fluctuating
energy, while the random components are about ten percent.

The distributions of the secondary vortices within the three
threshold levels are shown in Fig. 9. In the following sections, the

high, medium and low-energy secondary vortices are referred to
those recovered by the three respective threshold levels ofs i
.3, 2,s i,3 and 1,s i,2. The medium-energy vortices con-
stitute only about 20 percent of the total number. The low-energy
vortices are more frequent below the crossover Reynolds number
of 7.53103, and the high-energy ones are more frequent at higher
Reynolds number. This crossover Reynolds number agrees with
that of the peak fluctuating velocity (ui)max/ui8 ~not shown here!.
At Re.23104, the number of the high-energy secondary vortices
is nearly constant.

In the flow visualization study of Kourta et al.@2#, the subdivi-
sion of the lower and upper subcritical regimes is suggested to be
at Re51.63104, below which the formation length of the primary
vortices decreases monotonically with increasing Reynolds num-
ber. Based on the dramatic changes in the rms lift coefficient and
in the primary vortex frequency bandwidth, Norberg@1# suggested
the subdivision occurred at about Re553103. A closer look at the
primary vortex formation length distribution@1,22,23,24# indi-
cates that the end of the monotonic decrease of the formation
length occurs near Re57.53103. The variation of the mean base
pressure coefficientCpb with Reynolds number also indicates a
change of the slope at about Re573103, and then reaches a
nearly constant value at about 1.83104 @1#. TheCpb also shows a
plateau in the distribution at 73103,Re,93103 for cylinder as-
pect ratios greater than 15@25#. TheCpb of the present study~not
shown here! also shows a plateau at 63103,Re,83103 and
constant value at Re.23104, agreeing with those of Norberg

Fig. 6 Flow visualization „spanwise … of near wake. „a… Whole span „two dimensional secondary vortices …; „b… whole
span „local pairing on lower part …; „c… whole span „local pairing on lower part, earlier roll-up of primary vortices …; „d…
close-up „local pairings …. Different time instants.
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@25#. The intermittency factor of the shear layer fluctuations at
x/d51.0 approaches unity at Re'73103 @3#. The variation of the
relative bandwidthD f v / f v of the primary vortex peak of Norberg
@1# also indicates a distinct peak at about the same Reynolds num-
ber of 7.43103, agreeing with that of the present study~23 db
from the spectral peak! ~Fig. 10!. The present bandwidth reaches a
near constant value at Re'23104. The present bandwidths
D f i / f i of the secondary vortex peak~23db from the spectral
peak! and those of Norberg@1# and Prasad and Williamson@3# are
also shown. At Re57.53103, the D f i / f i starts to increase
sharply.

As shown in Fig. 7, there are up to three groups of secondary

vortices within a cycle of the primary vortex sheet. The distribu-
tions of the high-energy vortices (s i.3) are shown in Fig. 11.
The Group I secondary vortices have the maximum number in the
lower subcritical regime, a lower peak at Re57.53103, then de-
crease rapidly with the increase in Reynolds number. The Group
II vortices increase in number, more frequent than the Group I
ones at Re'1.23104, and reach a maximum at Re'1.53104.
The Group III vortices increase rapidly from near zero, then reach
a local maximum at Re'1.53104 and become the most frequent
configuration in the upper subcritical regime. Thus, the increasing
dominance of the high-energy secondary vortices during the tran-
sition is associated with the Group I secondary vortices in the

Fig. 7 Time histories of velocity of primary vortex sheet, secondary vortices and paired vortices. „a… ReÄ4.7Ã103; „b… ReÄ1.08
Ã104; „c… ReÄ3.1Ã104. 1G: Group I type; 2G: Group II type; 3G: Group III type. Uncertainty: Á5 percent.
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early stage and the Groups II and III vortices in the later stage.
Further discussion on the higher number group vortices will be
presented later.

The above results suggest that transition starts at Re'73103, at
which the high-energy secondary vortices, basically of Group I
type, increase sharply both in number and energy. At Re'1.5
3104, there also seems to be another transition with the Group II
high-energy secondary vortices being the most frequent. This
Reynolds number also indicates a local maximum in the
(ui)max/ui distribution ~not shown here!. This explains the two
different transition Reynolds numbers of 53103 of Norberg @1#
and of 1.63104 of Kourta et al.@2#. This may indicate a subre-

gime in which the low- and high-energy secondary vortices in
different groups exchange their role. In this respect, it is named
the ‘‘upper transition.’’

Based on the time histories of Fig. 7 and others, the ensemble-
averaged waveforms of the three threshold levels of the primary
vortex sheet and secondary vortices from conditional sampling
were obtained. Figure 12 shows the conditionally sampled time
series fors i.3 at the Reynolds numbers of 4.73103, 7.53103

and 3.13104. The flow is toward the right,2t of the time delay
time frame. In the lower subcritical regime at Re54.73103, the
recovered^uv& profile of the primary vortex sheet indicates a
lower peak level for the downstream one than that of the upstream

Fig. 8 Distributions of energies of primary vortex sheet, sec-
ondary vortices and random components. s, primary vortex
sheet; h, secondary vortices; n, random components. Uncer-
tainty: Á5 percent.

Fig. 9 Variations of numbers of samples of secondary and
paired vortices at different threshold levels. n, 1Ës iË2; h, 2
Ës iË3; s, s iÌ3. Open symbol: secondary vortices „fi…; solid:
paired vortices „fiÕ2…. Uncertainty: Á3 percent.

Fig. 7 „Continued….
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one ~Fig. 12~a!!. The recovered secondary vortices spread across
the whole primary vortex sheet. The location of the peak recov-
ered^ui

2&max depends on the threshold level and is found upstream
of the ^uv&min position. At the transition Re57.53103, similar
phenomena are found, except that the recovered energy of the
secondary vortices is more concentrated at or near the trough of
the primary vortex sheet~Fig. 12~b!!, confirming the coupling
observed in the time traces. In the upper subcritical regime, at
Re53.13104, the energy of the secondary vortices is also more
concentrated near the trough~Fig. 12~c!!.

Based on the definitions shown in Fig. 13, the following sec-
tions will try to study the interaction between the primary vortex
sheet and the secondary vortices. The recovered downstream ve-

Fig. 10 Variations of bandwidths of primary vortex sheet and
secondary vortices. Dfv Õfv: s, present study; Norberg †1‡; h,
dÄ3.99 mm; n, dÄ5.98 mm; ,, dÄ9.99 mm; L, dÄ41 mm.
Dfi Õfi: d, present study; m, Norberg †1‡; j, Prasad and William-
son †3‡. Uncertainty: Á5 percent.

Fig. 11 Variations of numbers of samples of secondary and
paired vortices with Reynolds number „s iÌ3…. s, Group I; h,
Group II; n, Group III. Open symbol: secondary vortices „fi…;
solid: paired vortices „fiÕ2…. Uncertainty: Á3 percent.

Fig. 12 Recovered time histories of velocity of primary vortex
sheet and secondary vortices at different Reynolds numbers
„s iÌ3…. „a… ReÄ4.7Ã103; „b… ReÄ7.5Ã103; „c… ReÄ3.1Ã104.
Uncertainty: Á5 percent.

Fig. 13 Definitions of recovered time histories.
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locity ^uv&11 /Uo and upstream velocitŷuv&12 /Uo of the pri-
mary vortex sheet and the maximum recovered energy
^ui

2&max/Uo
2 of the high-energy secondary vortices (s i.3) are

shown in Fig. 14. The three distributions show a rapid increase at
Re573103, until the maximum occurs at Re'23104, then the
distributions decrease with further increase in Reynolds number.
Coupled with the results shown above, the transition seems to end
at Re'23104.

The effect of the threshold level on the maximum recovered
energy^ui

2&max/ui
2 of the secondary vortices is shown in Fig. 15.

The low- and medium-energy vortices vary only slightly with
Reynolds number. The high-energy vortices, which are one order
of magnitude higher than those of weaker vortices, increase in
energy within the lower subcritical regime until Red573103.

Then the energy decreases with increasing Reynolds number until
Red533104 in the upper subcritical regime. This phenomenon
confirms the dominant role of these high-energy vortices, espe-
cially in the early stage of the transition.

The phase shiftDt i /DTv of the recovered peak of the high-
energy secondary vortices is also shown in Fig. 15. The phase
shift Dt i decreases with increasing Reynolds number in the lower
subcritical regime and at transition. In the upper subcritical regime
at Re.23104, the phase sift is near zero.

The ratio^uv&11 /^uv&12 may indicate the effect of the second-
ary vortices on the development of the primary vortex sheet. Fig-
ure 16 shows the ratio with the maximum recovered energy of the
secondary vortices, including those of the three groups of
medium- and high-energy secondary vortices. Because the energy
of the low-energy groups (1,s i,2) is two orders of magnitude
lower, it is presented as a single group. For others, the peak of the
maxima is used. At̂ui

2&max/ui
2,1, the waveform of the primary

vortex sheet is not affected, meaning that the low-energy second-
ary vortices do not affect the development of vortex sheet. At
^ui

2&max/ui
2.1, the ratio is less than unity. The higher the energy

of the secondary vortices, the more significant is the effect on the
development of the primary vortex sheet. Further, the higher the
number of the group of the vortices, the greater is the effect. Thus,
the presence of different groups of small-scale vortices affects the
development of the large-scale vortex sheet.

As the primary vortex sheet is not affected by the low-energy
vortices, the recovered upstream velocity ratio
@^uv&12#s i.3 /@^uv&12#1,s i,2 greater than unity at̂ui

2&max/ui
2

.7 indicates that the high-energy secondary vortices amplify the
upstream@^uv&12#s i.3 of the primary vortex sheet~not shown
here!. The downstream@^uv&11#s i.3 /@^uv&12#1,s i,2 of unity
implies the vortex sheet is not affected. In addition, the higher the
energy of the secondary vortices, the greater is the amplification.
This phenomenon is similar to the findings of Peterka and Rich-
ardson@19# for acoustic excitation on the separated shear layer of
a smooth cylinder at the initial secondary vortex frequency. The
primary vortex is amplified and the formation length is reduced.
This increase in the secondary vortex strength increases the fluid
entrainment into the primary vortex sheet, and thus, the amplifi-
cation.

Fig. 14 Variations of recovered velocities of primary vortex
sheet and secondary vortices with Reynolds number „s iÌ3….
s, Šuv‹¿1 ; h, Šuv‹¿2 ; m, Šu i

2
‹. Uncertainty: Á5 percent.

Fig. 15 Variations of maximum recovered energies of second-
ary vortices at different threshold levels and phase shift.
Šui

2
‹max Õui

2: n, 1Ës iË2; h, 2Ës iË3; s, s iÌ3; Dt i ÕDTv: d,
t iÌ3. Uncertainty: Šui

2
‹max Õui

2: Á5 percent; Dt i ÕDtv : Á5 per-
cent.
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The effect of the secondary vortices on the period of the trough
(T221T12)/DTv is shown in Fig. 17. The trend indicates that at
^ui

2&max/ui
2.1, the waveform is affected. The higher the energy

and number group, the greater is the effect, which also confirms
that the development of the primary vortex sheet is affected by the
more intense secondary vortices.

The instability associated with the vortex layer between the
large-scale transverse vortex structures is unstable to the strain
field induced by the transverse vortices@26,27#. The Kelvin-
Helmholtz instability of the separated shear layer may then be
affected by the strain field associated with the primary vortex
sheet. According to Zaman and Hussain@28#, du5Ucdt and for a
two-dimensional vortex sheet near the separation point with near
constant convection velocityUc , the rate of linear strain in the
streamwise direction]u/]x is proportional to]u/]t @29#. Thus,
the ratios of the upstream and downstream maximum absolute
linear strain rates,ud^uv&12 /dtumax/ud^uv&11 /dtumax, of the pri-
mary vortex sheet at the three threshold levels and groups are
shown in Fig. 18. The strain rate ratio is greater than unity with
the maximum at Re'73103, indicating a higher strain rate on the
upstream vortex sheet at the start of transition. The maximum is
due to the Groups I and II high-energy vortices and Group II
medium-energy vortices. This maximum also coincides with the
Reynolds number of the recovered maximum energy^ui

2&max/ui
2

of the high-energy secondary vortices~Fig. 15!, indicating their
relationship. In the upper subcritical regime, the two strain rates
are nearly the same.

The recovered peak energy of the secondary vortices depends
also on the linear strain rate of the primary vortex sheet. The
variations of̂ ui&max/ui

2 of the three groups ats i.3 with the ratio
of the maximum absolute linear strain rates
ud^uv&12 /dtumax,si.3 /ud^uv&12 /dtumax,1,s i,2 show that the increase
in the energy of the secondary vortices is associated with higher
strain rate~Fig. 19!. Those of Group I have higher energy than
those of higher-number groups. In Fig. 20, the phase shifts
Dt i /DTv of the three groups of high-energy secondary vortices
vary with the ratio of the upstream and downstream maximum
absolute linear strain rates, ud^uv&12 /dtumax,si.3 /
ud^uv&11 /dtumax,si.3 of the primary vortex sheet. The results imply
that the respective secondary vortices tend to shift more upstream
or downstream with higher strain rate.

The above results establish the relationship between the linear

strain rate of the primary vortex sheet and the energy of the sec-
ondary vortices. As shown by the velocity time trace of each
group ~Fig. 7!, one would expect the development and decay of
secondary vortices. Based on Hussain and Hayakawa@30#, the
fluctuating normal energy production̂ui

2&d^uv&/dt of the sec-
ondary vortices at the transition Re51.083104 indicates the nega-
tive production on the downstream part and positive production
on the upstream part of the primary vortex sheet~not shown here!.
The intense energy is transferred from the primary vortex sheet to
the developing high-energy secondary vortices soon after the lat-
ter formation. The loss of energy further downstream results in
their decay.

The variations of the maximum fluctuating normal energy pro-
duction of the secondary vortices are shown in Fig. 21. Because
the energy of the medium- and low-energy vortices are low com-
pared with those of the high-energy ones, they are not separated

Fig. 17 Variations of recovered periods of primary vortex
sheet. Symbols as in Fig. 14. Uncertainty: Á5 percent.

Fig. 18 Variations of linear strain rate ratios with Reynolds
number. Symbols as in Fig. 14. Uncertainty: Á5 percent.

Fig. 19 Variations of maximum recovered energy of second-
ary vortices with linear strain rate ratio „s iÌ3…. s, Group I; h,
Group II; n, Group III. Uncertainty: Á5 percent.
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into the three groups. The significantly higher energy production
of the Groups II and III vortices suggests that higher number
group secondary vortices are responsible for the transition.

The above results, in the early part of the formation region of
the primary vortices just after the formation of the secondary vor-
tices, establish a transition at 73103,Re,23104, in which the
secondary vortices play an important role. At this transition re-
gime, the primary vortex shedding is of parallel mode@3#. The
flow visualization pictures obtained at Re57.63103 show the par-
allel mode~Fig. 6~a!!. The first secondary vortices at x/d'0.2 are
two dimensional. The present model of the transition mechanism
is due mainly to an increasing number of the high-energy second-
ary vortices of the Group I type and then Group II type in the

initial transition. Their rapid build-up to the maximum energy
during the earlier stage of transition at 73103,Re,13104 is
associated with a rapid increase in the fluctuating normal energy
production of first Group I and then Group II high-energy second-
ary vortices. This energy production is affected by the high strain
rate of the primary vortex sheet. There is significant mutual inter-
ference between them, before the latter rolls up into vortices. The
interference is due to the influence of the high-energy secondary
vortices on the development of the primary vortex sheet and its
strain rate. The higher the energy of these small-scale vortices, the
higher is the effect. It involves the amplification of the velocity of
the upstream primary vortex sheet, which in turn induces rapid
energy production of the high-energy secondary vortices. How-
ever, the effect of the primary vortex sheet and its associated
strain rate on the small-scale secondary vortices seems to be
greater. The present observation confirms the effect of weak low-
frequency forcing on the formation of higher frequency instability
@31,32#. The presence of a heavy forcing effect of the primary
vortices on the region of initial disturbance growth results in more
rapid secondary vortex evolution and deformation@9#. In the later
stage of transition at 13104,Re,23104, the secondary vortices
are first Group II and then of Group III. The latter becomes in-
creasingly dominant until the upper subcritical regime.

The above results only present the mutual interference of the
high-energy secondary vortices and the primary vortex sheet. The
findings do not indicate the reason for the more rapid development
of these small-scale vortices in the earlier stage of transition, be-
fore the effect of mutual interference becomes significant. The
Strouhal numbers Stu i( f iu i /Uo) of the secondary vortices, based
on the momentum thicknessu i of the boundary layer just after
separation, are shown in Fig. 22. For a mixing layer, the most
amplified wave has a Strouhal number Stu , based on the average
velocity, of 0.032@33,6#. For the jet instability, the roll-up fre-
quency of an exiting shear layer is Stu50.012@34,35#. It is lower
than the acoustically excited Stu of 0.016@36,37#. It is interesting
to find that the Stu i of the secondary vortices at Re,13104 lies
between the values for these most amplified modes. This means
that in the early stage of transition, the disturbances of the sec-
ondary vortices themselves excite the Kelvin-Helmholtz instabil-
ity of the separated shear layer at the most amplified mode. This
results in the rapid increase, both in number and energy, of the
Group I secondary vortices~Figs. 9, 11, and 15!. The disturbances
produced by these vortices further excite the shear layer and lead

Fig. 22 Strouhal numbers of secondary vortices and paired
vortices. s, Secondary vortices „fi…; j, paired vortices „fiÕ2…; l,
subharmonic forcing at mode II †41‡. Uncertainty: Á5 percent.
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to the initiation of transition. Coupled with the mutual interfer-
ence, this may result in the appearance and the increase in the
number and maximum recovered fluctuating normal energy pro-
duction of the Group II secondary vortices at 7.53103,Re,1
3104 ~Figs. 11 and 16!. The energy production of the Group II
vortices is about three times higher than that of the Group I vor-
tices. It seems that the mechanism of this model is that Group I
secondary vortices at the most amplified mode excite the sepa-
rated shear layer. The mutual interference with the primary vortex
sheet amplifies the secondary vortices, which in turn affects the
vortex sheet. For two successive vortices of the same direction of
rotation and convection, their self induced velocity and the veloc-
ity resulting from mutual induction depend on circulation@38–
40#. Thus, with mutual interference, the higher vorticities of the
more intense secondary vortices favor pairing. This explains the
rapid increase of only the high energy individual and paired sec-
ondary vortices (s i.3) at Re.73103 ~Figs. 9 and 15!.

Pairing of Secondary Vortices. Local pairings of successive
secondary vortices are shown in the flow visualization pictures,
~Figs. 5 and 6!. The spectra of the streamwise velocity fluctuations
indicate a peak associated with the pairing at the subharmonic
frequencyf i /2 ~Fig. 4!. The filtered~one third octave! time traces
at this frequency are also shown in Figs. 7~a!–7~c!. In the lower
subcritical regime at Re54.73103, there is no coupling between
the subharmonic component with those off i and f v components
~Fig. 7~a!!. At the transition Re51.083104, the subharmonic
component is coupled with thef i and f v components~Fig. 7~b!!.
The secondary vortices of Groups I and II atf i seem to have
phase shift relative to the subharmonic component. In the upper
subcritical regime at Re53.13104, the subharmonic component
also appears in groups, corresponding to those off i ~Fig. 7c!.
These phenomena occurring at the transition and upper subcritical
regime indicate a definite relationship between the subharmonic
and f i components.

Based on the conditional sampling technique, the numbers of
the high-energy paired vortices (s i /2.3) within the three groups
at Dx/d50.1, downstream of the formation length of the second-
ary vortices~Fig. 2!, are shown in Fig. 11. At this streamwise
position more paired vortices are detected. The numbers of the
Group I secondary~at Dx/d50! and paired vortices decrease
from the maximum in the lower subcritical regime to the lowest in
the upper subcritical regime. This trend is the reverse for both
types of vortices in Groups II and III. For the paired vortices, the
rate of increase is the highest for the Group II ones, while the
Group III rate of increase is small. The above phenomena imply
that during transition the decrease in the number of Group I high-
energy paired vortices is associated with the increase in the num-
ber of vortices of Group II type, suggesting that their interchang-
ing role is an important factor for transition.

The maximum recovered energies^ui /2
2&max/ui/2

2 of the three
Groups of high-energy paired vortices (s i /2.3) atDx/d50.1 are
shown in Fig. 23. Those of the secondary vortices in the Group III
at Dx/d50, just after the roll-up, are also shown. For the higher-
number groups, in order to simplify the presentation, the peak of
the maxima within the batch is adopted. Because the energies at
the lower two threshold levels are much lower, they are not pre-
sented. Those of the paired vortices have the same trend as those
of the secondary vortices, with the former higher in energy. Both
reach the peak energy at Re573103.

The induction of the succeeding secondary vortices, as sug-
gested by Wei and Smith@5# and by the present flow visualization
pictures~Fig. 6~b-d!!, may be due to the feedback mechanism of
the disturbances associated with the pairing vortices. Based on the
momentum thickness of the boundary layer just after separation,
the Strouhal numbers Stu i /2 of the paired vortices are shown in
Fig. 22. Based also on the ratio of the response and subharmonic
forcing frequencies of mode II@41#, the Strouhal numbers Stu ip of
the succeeding secondary vortices induced by the feedback

mechanism are also shown. At Re,13104, the Stu i /2 of the paired
vortices is different from the Stu of the most amplified mode.
However, the Stu ip of subharmonic forcing of mode II is near that
of Stu50.016@36,37#. It suggests the subharmonic forcing of the
rapidly increasing high-energy paired vortices~Figs. 9 and 23!
also contributes to the excitation of the separated shear layer. In
this early stage of transition, the Group I paired vortices are the
most frequent. Thus, both the secondary vortices and the Group I
paired vortices are responsible for the transition. This confirms the
visual observation of intense secondary vortices and intense suc-
ceeding secondary vortices, due to the feedback of the distur-
bances associated with pairing at Re57.63103 in Fig. 6 and the
visualization of Wei and Smith@5# and Lin et al.@11#.

In the later stage of transition and in the upper subcritical re-
gime of 13104,Re,33104, the Stu i of the secondary vortices
are above those of the most amplified wave. Coupled with their
decreasing number, their contribution to the excitation diminishes.
For the paired vortices, however, the Stu i /2 of the paired vortices
are near and within the Strouhal number range of the most ampli-
fied mode~Fig. 22!. In this regime, the excitation of the separated
shear layer is then due to the disturbances associated with the
high-energy paired vortices~Figs. 9 and 23!. These high-energy
paired vortices are mainly of the Group I type~Fig. 11!, even
though their number decreases with the increase in Reynolds
number. In the latter part of the regime, the Group II paired vor-
tices become increasingly more frequent than those of Group I
vortices~Fig. 11!. In the upper subcritical regime, at Re533104

the secondary vortices associated with the Group III paired vorti-
ces are the most frequent.

The above observation is based on the peak frequencies of the
small-scale vortices. As shown in Fig. 10 of the bandwidth of the
secondary vortices and in Figs. 12 and 15 of the broad peak of the
recovered secondary vortices, one would also expect the excita-
tion at the transition may be due to these three types of distur-
bances.

Conclusion
In the present experiment in the formation region of the large-

scale primary vortices within the Reynolds number range of 4
3103,Re,33104, an upper transition is established at 73103

,Re,23104. Based on a new conditional sampling technique,

Fig. 23 Variations of maximum recovered energies „s iÌ3….
Secondary vortices Šui

2
‹: s, Group I; h, Group II; n, Group III.

Paired vortices ŠuiÕ2
2
‹: d, Group I; j, Group II; m, Group III.

Uncertainty: Á5 percent.
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the high-energy secondary vortices are shown to play an impor-
tant role in the transition from the lower to upper subcritical re-
gime. These high-energy vortices appear in packets, or groups, per
Strouhal cycle. The Group I vortices are dominant in the lower
subcritical regime and are progressively replaced by the Group II
vortices in the early stage of transition. In the later stage of tran-
sition, the Group III vortices progressively replace the Group II
ones. In the upper subcritical regime, the Group III ones are
dominant.

In the formation region of the primary vortices, pairings of the
secondary vortices are also found. Due to the self and mutual
induction, the pairings are related to the more intense secondary
vortices. These paired vortices also appear in three groups. The
present study observes the feedback mechanism of the distur-
bances associated with the paired vortices and their excitation of
the Kelvin-Helmholtz instability. These disturbances produce the
more intense successive secondary vortices.

The present model of the transition mechanism is based on the
excitation of the separated shear layer by the disturbances associ-
ated with the secondary vortices and their pairings at the most
amplified mode. Near the end of the lower subcritical regime and
in the early stage of transition, the forcing of the high-energy
secondary vortices and the subharmonic forcing of mode II of the
increasing number of paired vortices are responsible. In the later
stage of transition and in the upper subcritical regime, the paired
vortices are responsible. Their frequencies are also at and near
those of the most amplified wave.

There is mutual interference between the excited small-scale
secondary vortices and the large-scale primary vortex sheet in the
early stage of transition. The secondary vortices amplify the up-
stream part of the vortex sheet. The effect is the most significant
for the Group III vortices. The strain field of the amplified vortex
sheet, in turn, further amplifies the secondary vortices. In the later
stage of transition, the mutual interference between the high-
energy paired secondary vortices and the primary vortex sheet
plays a similar important role.
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The operation of a micro-pump system driven by a magnetoelastic
polymeric membrane developed at Texas A&M University is ana-
lyzed by numerical simulations. Unsteady, incompressible Navier-
Stokes equations in a moving boundary system are solved by a
spectral element methodology, employing an Arbitrary Lagrang-
ian Eulerian (ALE) formulation on unstructured meshes. The per-
formance of the micro-pump is evaluated as a function of the
Reynolds number and the geometric parameters. The volumetric
flowrate is shown to increase as a function of the Reynolds num-
ber. The system is simulated by assuming the deformation of the
membrane. The required voltage and current are then calculated
by a lumped parameter analysis.@DOI: 10.1115/1.1363700#

1 Introduction
Micro-pump systems, delivering volumetric flow rates in the

order of 1028;10212 m3/s, can be used in many bio-fluidic, drug
delivery, mixing and flow control applications. Most of the micro-
pump systems are actuated by a vibrating membrane in a chamber
with hanging-beam-type~Cantilever beam! inlet and exit micro-
valves~Van Lintel et al.@1#; Esashi et al.@2#; Smits @3#!. These
are unidirectional micro-pumps, since the Cantilever-type micro-
valves only open in a prefered flow direction. A micro-pump de-
sign, based on a rotating cylinder in a micro-channel, was also
proposed by Sen et al.@4#. Here, the cylinder is located asym-
metrically within the micro-channel, and it propels the fluid due to
viscous action, while rotating with a prescribed angular speed.
This is a bidirectional micro-pump, as the flow direction can be
changed by reversing the angular velocity of the cylinder. This
pump works well for low Reynolds number flows. However, the
efficiency of the design rapidly diminishes with increased Rey-
nolds number, as the fluid inertia dominates.

In this study, we present a bidirectional~reversible! micro-
pump utilizing a vibrating magnetoelastic membrane with mag-
netic inlet and outlet pinch valves~see Fig. 1!. Since the inlet and
the exit valves oscillate in between the open and closed positions

with a prescribed motion, it is possible to control the performance
of the micro-pump with the micro-valves. This design has the
advantage of reversibility, yet it maintains its performance for
relatively high Reynolds number applications.

The membrane of the pump is built out of a novel magnetoelas-
tic polymer ~MAP! developed at Texas A&M University. The
material is composed of a tri-plock copolymer that is solidified by
a gelling agent and contains a dispersed phase of fine ferritic
particles. These particles enhance the permeability of the material,
so that the entire membrane acts as a variable inductance whose
value depends upon the strain in the material and its proximity to
the poles of the electromagnet. The properties of the material with
respect to other actuators~such as shape memory alloys~SMA!,
electroactive polymer~EAP! and piezoelectric crystals~PAC! are
shown in Table 1.

2 Geometric Specifications
The micro-pump geometry is presented in terms of the length of

the membrane ‘‘L,’’ in Fig. 1. This allows us to interpret the
results usinggeometric similarity in determining the optimum
pump dimensions.

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Division
April 1, 1999; revised manuscript received October 23, 2000. Associate Editor:
U. Ghia.

Fig. 1 Sketch of the micro-pump operating between two
micro-channel systems

Table 1 The properties of the magnetoelastic polymer „MAP…

with respect to the shape memory alloys „SMA…, electroactive
polymer „EAP… and piezoelectric crystals „PAC…
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The micro-pump is ideally placed between two reservoirs.
However, numerical simulation of such a system is difficult due to
large reservoir size. Any finite size reservoir would require inflow
and outflow numerical boundary conditions, and these must be
imposed carefully, in order to avoid a preferred flow direction in
the micro-pump. This difficulty is overcome by placing the micro-
pump in between two symmetric micro-channel flow systems,
where equal amount of liquid flow is maintained from top to the
bottom direction. Therefore, the flow conditions are symmetric
and there is zero net flow from one channel to another, when the
pump is not actuated. We verified this by simulations.

Oscillation of the membrane with a specified frequencyv and
an amplitudea excites the fluid within the micro-pump cavity. For
our simulations we have useda5L/10, andv5pc/L, wherec2

5T/M , T andM are the tension and the mass per unit area of the
membrane, respectively. The first-mode of vibration of the mem-
brane is used to determine the position~see Fig. 2, top!, velocity
and the acceleration as a function of time

y~x,t !5a sin~pct/L !sin~px/L !5A~ t !sin~px/L !, (1a)

v~x,t !5S apc

L D cos~pct/L !sin~px/L !5Ȧ~ t !sin~px/L !, (1b)

v̇~x,t !52aS pc

L D 2

sin~pct/L !sin~px/L !. (1c)

The pump geometry is symmetric. Therefore, active pumping
cannot be achieved solely by the membrane oscillations. The ac-
tion of the two valves provides the requisite directionality of the
flow. In the simulation, the inlet and the exit valves are located at
the mean height ofy050.325L from the membrane, and the po-
sition of the valves are specified as a function of time

y~ t !5y060.05L tanh@4 cos~pct/L !#. (2)

The valve motion is designed to be close to a step function, os-
cillating between open and closed positions with finite velocity
and acceleration. The positions of the inlet and exit valves during
a cycle of the micro-pump is presented in Fig. 2~bottom!. The
phase difference between the inlet and the exit valves isp radians.

3 Analysis and Simulation
The performance of our design is based on the following fac-

tors: the membrane lengthL and widthW, the pump-cavity height
H, the amplitudea and the frequencyv of the membrane motion,
the minimum valve clearance~the gap between the closed-valve
and the top wall! gmin , the time-lapse between the opening and the
closing of the valves~see Eq.~2!, and Fig. 2, bottom! d21, the
dynamic viscosity of the fluidm, and the fluid densityr. There are
nine variables associated with the performance of the micro-
pump, with dimensions of length, time, and mass. This corre-
sponds to six nondimensional variables:a/L, W/L, H/L, g/L,
d/v, andra2v/m. In this study, we have fixedd50.15v. The
geometric length-scales are set asH50.4L, g50.025L. The pa-
rametersW/L anda/L, andra2v/m are varied. The magnitude of
the membrane velocityu.va. Therefore the parameter
ra2v/m5rua/m5a2v/n is a Reynolds number.

The volumetric flowrate per channel width~W! can be calcu-
lated using Eq.~1b!

Q̇

W
5E

0

L

v~x,t !dx522ac cos~pct/L !. (3)

The suction stage of the micro-pump happens while2L/2c<t
<L/2c. Therefore, the average volumetric flow rate for a given
periodT5v21 is

QG

v
522acWE

2L/2c

L/2c

cos~pct/L !dt5
4aLW

p
. (4)

The average flowrate is

QG 5
4aLWv

p
5

4

p

L

a
Wn Re. (5)

This simple analysis indicates that the volumetric flowrate is pro-
portional to the Reynolds number, the width of the micro-pump
membraneW, and theL/a ratio. Our analysis assumes no leaks
from the inlet valve during ejection stage, and from the exit valve
during the suction stage. Therefore, Eq.~5! gives the maximum
theoretical volumetric flowrate of the micro-pump system. This
value is used in determining the efficiency of the micro-pump,
when leakage effects due to theimperfect motionof the inlet and
exit valves are considered.

Incompressible Navier-Stokes equations in the micro-pump
system is solved by an h/p type spectral element algorithm, em-
ploying an Arbitrary Lagrangian Eulerian~ALE! formulation~Be-
skok and Warburton@5#, Karniadakis and Sherwin@6#!. The algo-
rithm maintains numerical accuracy and convergence under
relatively large mesh stretching conditions. Hence, we can avoid
expensive remeshing procedures for most of the times. In fact, full
closure of the inlet and exit valves requireannihilation of the
elements trapped in between the valves and the top wall, requiring
remeshing of the computational domain. Remeshing is avoided by
allowing a gap in between the valves and the top wall. This gap
leads to fluid leakage, which affects the micro-pump efficiency.

In Fig. 3, we present instantaneous flowrate variation for two
different Reynolds numbers~Re53 and 30!. The volumetric flow-
rate of fluid entering through the inlet valve is shown as positive
and leaving flowrate is indicated as negative. The sum of the two
is the rate of change of the control volume due to the oscillation of
the membrane

dV/dt5Q̇in2Q̇out .

The membrane’s motion is periodic. Therefore, the net amount of
fluid displaced by the membrane in a period is zero

R dV505E
0

t

Q̇indt2E
0

t

Q̇outdt.

Fig. 2 Top: deflection of the membrane. Bottom: position of
the valve tips during a pump cycle.

436 Õ Vol. 123, JUNE 2001 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.149. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In other words,QG in5QG out5QG . Numerically integrating the curves
under inlet and exit valves in Fig. 3, we determined the effective
flowrate in our micro-pump forgmin50.025L. Ratio of the nu-
merical values of the flowrate to the maximum flowrate given by
Eq. ~5! defines the efficiency~h! of the micro-pump. The results
are presented in Table 2. It is clearly seen that the efficiency of the
pump decreases with increasing the Reynolds number. The aver-
age flowrate of the pump increases with the Reynolds number, as
predicted by Eq.~5!. This is either due to increase in the size of
the pump~increase ina! or increase in the frequencyv, for a
given fluid ~fixed n!. For fabrication of our conceptual design, the
actual dimensions of the micro-pump can be determined by either
selecting the admissible amplitude of vibrationa or the actuation
frequencyv. For example, choosing water and selecting the mem-
brane amplitude to be 10mm we calculated the frequency of op-
eration and the corresponding mass flowrate in the pump. The
results are presented in Table 2. The power required to drive the
pump can easily be obtained by integrating the product of the
numerically obtained pressure and the velocity on the membrane.

4 A Simplified Analysis of the Electromagnetic Drive
Mechanism

We analyze the magnetic circuit by using a lumped parameter
model. Therefore, the electromagnetic coenergyE ~the Legendre
transform of the magnetic field energy with respect to the current!
of the configuration, shown in Fig. 1, is given by

E~v,i !5
Sm0N2i 2

2~h2A~ t !!
, (6)

whereh is the distance between the equilibrium position of the
membrane and the electromagnet,A(t) is the amplitude of the
membrane introduced in~1a!, S is the cross-sectional area of the
electromagnet,N is the number of turns in the coil,m0 is the
permittivity of free space, andi is the current through the coil. In
Eq. ~6!, the electromagnetic radiation effects and fringing effects
are ignored.

The inductance~L! of the circuit as a function of the gap width
(w5h2A(t)) is given by

L~w!5
Sm0N2

2w
. (7)

The variations in the inductance of the coil with the gap width
enables power transfer to the membrane. Therefore the currenti
can be calculated from power considerations. Since the electromo-
tive force on the membrane is2(dL/dw) i 2, the total power sup-
plied to the membrane is2(dL/dw)ẇi 2. On the other hand, the
fluid power requirement on the membrane is

E
0

L

P~x,t !v~x,t !dx5Ȧ~ t !E
0

L

P~x,t !sin~px/L !dx (8)

Since the power requirement can be calculated from the pump
simulation, the electric current required is given by

i 252Ȧ~ t !E
0

L

P~x,t !sin~px/L !dxY S dL
dw

v̇ D . (9)

In performing the above simplified analysis, we have neglected
the elasticity as well as the inertia of the membrane. A full ac-
counting of these effect will be done in a later work where a
complete lumped mass analysis~including the pump, valves and
the electromagnetics! will be carried out.

Since the simulation results presented here are obtained by pre-
scribed displacement of the membrane, the voltage required to
drive the system can be calculated. For given inductance of the
circuit L(w) and the resistance of the coil windingsR, a lumped
parameter analysis of the circuit is used to obtain the voltage
needed for system activation as

V~ t !5Ri1
dL
dw

ẇi 1L~w!
di

dt
5S R1

dL
dw

ẇD i 1L~w!
di

dt
. (10)

A seen in the above equation, the influence of the moving mem-
brane is felt as anadditional resistancethat is proportional to the
change in inductance due to the motion. Of course, in the current
approach, the voltage required is calculated for a particular motion
of the membrane and thus the coupling between the response of
the pump and the driving circuit is severed. A more complete
analysis by modeling the full behavior is being undertaken as a
lumped mass system.

5 Discussions
We presented numerical simulation and analysis of a magneto-

elastic micro-pump. The piston type inlet and exit valves used in
our design could be fabricated as a free floating gate-valve, where
thermally generated vapor bubbles enable the valve motion~Pa-
pavasiliou et al.@7#!. However, such valves typically result in low
actuation frequencies, and they are not suitable for many applica-
tions. A possible alternative is utilization of pinch valves made

Fig. 3 Nondimensional volumetric flowrate variation with in a
period of the micro-pump, as a function of the Reynolds num-
ber, ReÄa2vÕn for „aÕLÄ1Õ10,aÕhÄ1Õ3…

Table 2 The predicted and computed mass flowrate „per unit
width …, actuation frequency and the efficiency of the micro-
pump, as a function of the Reynolds number. The data are ob-
tained for water and aÄ10 mm
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out of the same magnetoelastic material, which has reaction times
in the order of a few micro-seconds. The response time of such a
design will be primarily limited by the inductance of the magnetic
coil.
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Discussion of the Problem
The possibility of oscillatory behavior of the value of a com-

puted variable as grid size is refined in a simulation raises ques-
tions in the interpretation of grid convergence studies that have, to
the authors’ knowledge, never been addressed. Such oscillatory
behavior has been observed by the authors, for example, in vari-
ables such as wave profiles along the hull and wave elevations in
the stern flow in simulations of flows about ships with complex
geometries. Roache@1#, in his comprehensive presentation and
critique of work up to that time in the area of verification and
validation of simulations, points out that ‘‘behavior far away from
asymptotic convergence can be non-monotone’’ and ‘‘the addi-
tional assumption of monotone truncation error convergence in
the mesh spacing . . . may not bevalid for coarse grids, or possi-
bly other conditions.’’

Typically ~see Stern, et al.@2#, for instance!, the behavior of a
variable is categorized as monotonically convergent, oscillatory,
or divergent based on its behavior as the grid used in a simulation
is refined. Consider the values of a computed variabley as a
simulation is run using a coarse grid (yC), a medium grid (yM),
and a fine grid (yF). The ratio

R5
yM2yF

yC2yM
5

DyM2F

DyC2M

has been used to categorize the behavior ofy as grid size is de-
creased as:~1! monotonically convergent when 0,R,1; ~2! os-
cillatory whenR,0; and~3! divergent whenR.1. If the behav-
ior really is monotonically convergent, then~1! holds. If the
behavior really is divergent, then~3! holds. The problem that has
not been previously recognized and discussed is the ambiguity
that arises when the behavior really is oscillatory.

Consider the results from a simulation in which the computed
value of variabley is truly an oscillatory function of grid sizeDx,
as shown in Fig. 1. When a grid size is chosen in a simulation, its
value is of course arbitrary relative to the unknown periods of any
oscillations of the computed variables, so each of the following
cases in this example must be considered equally likely. Three
cases are investigated, with a different initial grid size in each. In
each case, three simulations are run with grid doubling used twice,
resulting in coarse~C!, medium~M!, and fine~F! grid simulation
values of the variabley.

The computed values ofy are shown in Table 1 and plotted in
Fig. 1. For Case 1,DyC2M is 21.0 andDyM2F is 10.3, a situa-
tion that would be assessed as oscillatory sinceR,0. For Case 2,
DyC2M is 10.36 andDyM2F is 10.28, a situation that would be
concluded as being monotonically convergent since 0,R,1. Fi-
nally, for Case 3,DyC2M is 10.14 andDyM2F is 10.36, a situ-
ation that would be concluded as divergent sinceR.1. Thus, for
the same~true! oscillatory behavior any of three conclusions can
be supported, depending on the relationship of the chosen grid
size to the unknown period~s! of the oscillation~s!.
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Fig. 1 Illustration of results of grid convergence studies using
three grids when the true behavior is oscillatory convergence

Table 1 Results from grid convergence studies
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Note that in real cases~with results from three grids, say!, the
true behavior ofy with Dx is unknown, so the only information
one has is the three computed values ofy. If the true but unknown
behavior is oscillatory, then depending on the choices of initial
grid size and the grid refinement ratio those three values can pro-
duceanyvalue ofR ~including a value indicating asymptotic con-
vergence!. Also note that whether theDx in one’s finest grid
corresponds to a value of 1, 2, 3, or 100 on a scale such as that
shown in Fig. 1 is unknown.

Conclusion
Although the example presented is somewhat contrived, the

dilemma one faces in interpreting results of grid convergence
studies is not. If there is the possibility of oscillatory behavior of
the value of a computed variable as grid size is refined in a simu-
lation, then interpretation of the results of grid convergence stud-
ies seems impossible to achieve unambiguously.
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Introduction
Many researchers have investigated the Fanning factors in cir-

cular ducts and proposed many correlating equations to calculate
the Fanning factors. As to various noncircular ducts, the frictional
pressure drops have rarely been investigated. So it has been com-
mon practice in the field of fluid mechanics to use the hydraulic or
equivalent diameter in the Reynolds number in predicting turbu-
lent pressure drops along duct lengths having noncircular cross
section.

But, there is usually large deviation from the circular tube line
by using the hydraulic diameter in the Reynolds number. And,
therefore, some researchers have proposed various modifying
methods to predict friction factors. In the case of rectangular
ducts, for example, Jones@1# uses a ‘‘laminar equivalent diam-
eter’’ to form the Reynolds number, which is in turn used in any
circular tube correlation for friction factors. And in case of annuli,
Brighton and Jones@2# modify the constantC in the Blasius equa-
tion on the basis of the experimental data. As to triangular ducts,
Nan and Dou@3# use an area equivalent round diameter in the
Reynolds number.

In the case of regular polygonal ducts, there were no experi-
mental data reported in the literature except equilateral-triangular
@4# and square@5# ducts. Therefore, the purpose of the investiga-
tion reported here was to obtain friction factors for isothermal,
fully developed, laminar, and turbulent flow in smooth equilateral-
triangular, square, pentagonal, hexagonal, heptagonal, and octago-
nal ducts, respectively. Moreover, an area equivalent round diam-
eter is proposed to use in Reynolds number in predicting Fanning
factor of turbulent flow in a duct having regular~n-sided! polygo-
nal cross section.

Apparatus
The regular polygonal ducts were made of plate glass. Take a

hexagonal duct for example. First cut six slabs of plate glass
~width 8.10 mm, thickness 3.0 mm!. Then precisely work pattern
plates of the hexagonal polygon. Put the slabs of glass into the
pattern plates. Finally seal the seams between the adjacent slabs
with silica gel, as shown in Fig. 1. The ducts made of plate glass,
therefore, are hydraulically smooth.

The sketch of the experimental procedure used to obtain pres-
sure drop data is illustrated in Fig. 2 and Fig. 3. In the setup used,
water was pumped from the water pool into the elevated tank that
had an overflow pipe to maintain a fixed water level, then flowed
through a duct and past an abrupt entrance and into the hydrody-
namic entrance section where it became fully developed. It then
entered the test section that consisted of four identical test sections
in series. These multiple section served to check on the reproduc-
ibility of the measurements and to insure that the flow was fully
developed. In the test section, the pressure drop readings were
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Fig. 1 Structure of the hexagonal polygonal duct

Fig. 2 Sketch of the experimental procedure

Fig. 3 Sketch of the positions of the pressure holes distribut-
ing over the test sections „TS…
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made by means of an inclined manometer. The manometer fluid
was benzaldehyde (C7H6O) with density 1.032 g/cm3 at 20°C.
With an inclined manometer and benzaldehyde as the manometer
fluid, the probable error is 0.95 percent of the pressure drop read-
ings.

After leaving the test section, the water flowed through a duct
and back to the water pool. The flow rates were determined by
measuring the volume of water during a known time interval. The
pertinent dimensions of the duct are listed in Table 1 for the
various regular polygonal ducts investigated.

In Table 1, the hydraulic diameterde is defined as follows

de543
S

Pe
(1)

where S is the cross-sectional area of fluid flow, andPe is the
wetted perimeter, the length of wall in contact with the flowing
fluid at any cross section.

Presentation of Results
The experimental data are presented in the form of Fanning

factor against Reynolds number. These two quantities are defined
as follows

f 5
de

2Lu2

DP

r
(2)

and

Re5
deur

m
(3)

where P is pressure,r is the density of the fluid,f is Fanning
factor, L is the pipe length,de is the hydraulic diameter,u is the
average velocity in flow direction, Re is Reynolds number,m is
the dynamic density of the fluid.

For each duct, Fanning factors were measured in the laminar,
transitional, and turbulent regimes. Figs. 4, 5, 6, 7, 8, and 9 show
the relation between Fanning factors and Reynolds numbers for
smooth equilateral-triangular, square, pentagonal, hexagonal, hep-
tagonal, and octagonal ducts, respectively. Also shown in the fig-
ures, the solid lines are the laminar solutions@6#.

Table 1 Dimensions of experimental ducts

Fig. 4 Fanning factor versus Reynolds number in an
equilateral-triangular duct

Fig. 5 Fanning factor versus Reynolds number in a square
duct

Fig. 6 Fanning factor versus Reynolds number in a pentago-
nal duct

Fig. 7 Fanning factor versus Reynolds number in a hexagonal
duct

Fig. 8 Fanning factor versus Reynolds number in a heptago-
nal duct
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Area Equivalent Round Diameter and Modified
Reynolds Number

We suggest an area equivalent round diameter@3# be used in
Reynolds number. An area equivalent round diameter may be de-
fined as

dSe5
43S

PS
5A4S

p
(4)

where S is the cross-sectional area of fluid flow, andPS is the
perimeter of a circle whose area is equal toS, PS5pdSe.

For the regular~n-sided! polygonal ducts, as shown in Fig. 10,
we can calculate their area equivalent round diameters as follows:

According to the geometric relation shown in Fig. 10, the area
of the triangle ABC is

Sn5
a2

4 tan~b/2!
(5)

wherea is the side length of the regular~n-sided! polygon; b is
equal to 2p/n.

So, the area of the regular~n-sided! polygon is

S5nSn5
na2

4 tan~p/n!
(6)

Substituting Eq.~6! into Eq. ~4!, we obtain

dSe5aA n

p tan~p/n!
(7)

The modified Reynolds number may be defined as

Re* 5
dSeur

m
(8)

The relation between Re* and Re is

Re* 5
dSeur

m
5

dSe

de

deur

m
5k Re (9)

where

de5
4S

na
5

a

tan~p/n!

k5
dSe

de
5An tan~p/n!

p

If Re* is substituted for Re in the Blasius equation, we have

4 f ~Re* !0.2550.3164 (10)

or

4 f Re0.2550.3164k20.255C (11)

Table 2 shows a comparison aboutC between Eq.~11! and the
experimental results of Schiller, Hartnett et al., and the smooth
equilateral-triangular, square, pentagonal, hexagonal, heptagonal,
and octagonal ducts.

Discussion and Conclusion
By experimental data or from Figs. 4–9, the experimental data

are fitted to Eq.~11! when Re.3500.
It has been shown in Table 2 that the use of an area equivalent

round diameter to calculate a modified Reynolds number yields
excellent agreement between Eq.~11! and the experimental data.
The maximum deviation from the experimental data is within 1
percent.

If the hydraulic diameter is used in the Reynolds number, the
deviation from the experimental data, for equilateral-triangular
ducts, is

~0.316420.2942!

0.2942
57.55 percent

and, for square ducts, is

~0.316420.3045!

0.3045
53.91 percent

Therefore, the area equivalent round diameter is proposed for
use in predicting the Fanning factors of the regular~n-sided! po-
lygonal ducts.

Fig. 9 Fanning factor versus Reynolds number in an octago-
nal duct

Fig. 10 A regular „n-sided … polygonal duct

Table 2 Comparison about C between Eq. „11… and the experimental results
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